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Glossary 
Acute Toxicity1 - Any toxic effect that is produced 
within a short period of time, usually 24-96 hours. 
Although the effect most frequently considered is mor- 
tality, the end result of acute toxicity is not necessarily 
death. Any harmful biological effect may be the result. 

forms such as snails, worms, and insects: (3) burrow- 
ing forms, which include clams, worms, and some 
insects; and (4) fish whose habits are more closely 
associated with the benthic region than other zones; 
e.g., flounders. 

Aerobic1 - Refers to life or processes occurring only In 
the presence of free oxygen; refers to a condition 
characterized by an excess of free oxygen In the 
aquatic environment. 

Algae (Alga)1 - Simple plants, many microscopic, con- 
taining chlorophyll. Algae form the base of the food 
chain in aquatic environments Some species may 
create a nuisance when environmental conditions are 
suitable for prolific growth. 

Biochemical Oxygen Demand2 - A measure of the 
quantity of oxygen utilized in the biochemical oxida- 
tion of organic matter in a specified time and at a 
specific temperature. It Is not related to the oxygen 
requirements in chemical combustion, being deter- 
mined entirety by the availability of the material as a 
biological food and by the amount of oxygen utilized 
by the microorganisms during oxidation. Abbreviated 
BOD. 

Allochthonous1- Pertaining to those substances, 
materials or organisms in a waterway which originate 
outside and are brought into the waterway. 

Anaerobic2 - Refers to life or processes occurring in 
the absence of free oxygen; refers to conditions char- 
acterized by the absence of free oxygen. 

Biological Magnification1- The ability of certain or- 
ganisms to remove from the environment and store in 
their tissues substances present at nontoxic levels in 
the surrounding water. The concentration of these 
substances becomes greater each higher step in the 
food chain. 

Autochthonous1 - Pertaining to those substances, 
materials, or organisms originating within a particular 
waterway and remaining in that waterway. 

Bloom1 - A readily visible concentrated growth or 
aggregation of minute organisms, usually algae, in 
bodies of water. 

Autotrophic1 - Self nourishing; denoting those or- 
ganisms that do not require an external source of 
organic material but can utilize light energy and 
manufacture their own food from inorganic materials; 
e.g., green plants, pigmented flagellates. 

Brackish Waters1 - Those areas where there is a 
mixture of fresh and salt water; or, the salt content is 
greater than fresh water but less than sea water; or, 
the salt content is greater than in sea water. 

Bacteria1- Microscopic, single-celled or noncellular 
plants, usually saprophytic or parasitic. 

Benthal Deposit2 - Accumulation on the bed of a 
watercourse of deposits containing organic matter 
arising from natural erosion or discharges of was- 
tewaters. 

Channel Roughness2 - That roughness of a channel, 
including the extra roughness due to local expansion 
or contraction and obstacles, as well as the roughness 
of the stream bed proper; that is, friction offered to the 
flow by thesurface of the bed of the channel In contact 
with the water. It is expressed as roughness coefficient 
in the velocity formulas. 

Benthic Region1 - The bottom of a waterway; the 
substratum that supports the benthos. 

Chlorophyll1 - Green photosynthetic pigment present 
in many plant and some bacterial cells. There are 
seven known types of chlorophyll; their presence and 
abundance vary from one group of photosynthetic 
organisms to another. 

Benthal Demand2 -The demand on dissolved oxygen 
of water overlying benthal deposits that results from 
the upward diffusion of decomposition products of the 
deposits. 

Benthos1 - Organisms growing on or associated prin- 
cipally with the bottom of waterways. These Include: 
(1) sessile animals such as sponges, barnacles, mus- 
sels, oysters, worms, and attached algae; (2) creeping 

Chronic Toxicity1 - Toxicity, marked by a long dura- 
tion, that produces an adverse effect on organisms 
The end result of chronic toxicity can be death al- 
though the usual effects are sublethal; e.g., inhibits 
reproduction. reduces growth, etc. These effects are 
reflected by changes in the productivity and popula- 
tion structure of the community. 
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Coastal Waters1 - Those waters surrounding the con- 
tinent which exert a measurable influence on uses of 
the land and on its ecology. The Great Lakes and the 
waters to the edge of the continental shelf. 

Component Tide2 - Each of the simple tides into which 
the tide of nature is resolved. There are five principal 
components; principal lunar, principal solar, N2, K, 
and O. There are between 20 and 30 components 
which are used in accurate predictions of tides. 

Coriolis Effect2 - The deflection force of the earth’s 
rotation. Moving bodies are deflected to the right in 
the northern hemisphere and to the left in the southern 
hemisphere. 

Datum2 - An agreed standard point or plane of state 
elevation, noted by permanent bench marks on some 
solid immovable structure, from which elevations are 
measured or to which they are referred. 

Density Current2 - A flow of water through a larger 
body of water, retaining its unmixed identity because 
of a difference in density. 

Deoxygenation2 - The depletion of the dissolved 
oxygen in a liquid either under natural conditions 
associated with the biochemical oxidation of organic 
matter present or by addition of chemical reducing 
agents. 

Diagenetic Reaction - Chemical and physical chan- 
ges that alter the characteristics of bottom sediments. 
Examples of chemicals reactions include oxidation of 
organic materials while compaction is an example of 
a physical change. 

Dispersion2 - (1) Scattering and mixing. (2) The mixing 
of polluted fluids with a large volume of water in a 
stream or other body of water. 

Dissolved Oxygen2 - The oxygen dissolved in water, 
wastewater, or other liquid. usually expressed in mil- 
ligrams per liter, or percent of saturation. Abbreviated 
DO. 

Diurnal2 - (1) Occurring during a 24-hr period; diurnal 
variation. (2) Occurring during the day time (as op- 
posed to night time). (3) In tidal hydraulics, having a 
period or cycle of approximately one tidal day. 

Drought2 - In general, an extended period of dry 
weather, or a period of deficient rainfall that may 
extend over an indefinite number of days, without any 
quantitative standard by which to determine the de- 
gree of deficiency needed to constitute a drought. 
Qualitatively, it may be defined by its effects as a dry 
period sufficient in length and severity to cause at least 
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partial crop failure or impair the ability to meet a 
normal water demand. 

Ebb Tide1 - That period d tide between a high water 
and the succeeding low water, failing tide. 

Enrichment1 - An increase in the quantity of nutrients 
available to aquatic organisms for their growth. 

Epilimnion1 - The water mass extending from the 
surface to the thermocline in a stratified body of water; 
the epilimnion id less dense that the lower waters and 
is wlnd-circulated and essentially homothermous. 

Estuary1 - That portion of a coastal stream influenced 
by the tide of the body of water into which it flows: a 
bay, at the mouth of a river, where the tide meets the 
river current; an area where fresh and marine water 
mix. 

Euphotic Zone1 - The lighted region of a body of water 
that extends vertically from the water surface to the 
depth at which photosynthesis fails to occur because 
of insufficient light penetration. 

Eutrophication1 -The natural process of the maturing 
(aging) of a lake; the process of enrichment with 
nutrients, especially nitrogen and phosphorus, lead- 
ing to increased production of organic matter. 

Firth1 - A narrow arm of the sea; also the opening d a 
river into the sea. 

Fjord (Fiord)1 - A narrow arm of the sea between 
highlands. 

Food Chain1 - Dependence of a series of organisms, 
one upon the other, for food. The chain begins with 
plants and ends with the largest carnivores. 

Flood Tide2 - A term indiscriminately used for rising 
tide or landward current. Technically, flood refers to 
current. The use d the terms “ebb” and "flood” to 
include the vertical movement (tide) leads to uncer- 
tainty. The terms should be applied only to the 
horizontal movement (current). 

Froude’s Number2 - A numerical quantity used as an 
index to characterize the type of flow in a hydraulic 
structure that has the force of gravity (as the only force 
producing motion) acting in conjunction with the 
resisting force d inertia. It is equal to the square of 
characteristic velocity (the mean, surface, or maxi- 
mum velocity) of the system, divided by the product 
of a characteristic linear dimension, such as diameter 
or expressed in consistent units so that the combina- 
tions will be dimensionaless. The number is used in 



open-channel fbu studies or in cases in which the free 
surface plays an essential rde in infiuencing motion. 

Heavy Metals2 - Metals that can be precipitated by 
hydrogen sulftie in acM solution, for exampfe, lead, 
silver, gold, mercury, bismuth, copper. 

Heterotrophic’ - Pertaining to organisms that are de- 
pendent on organic material for food. 

Hydraulic Radius2 - The right cross-sectional area d 
a stream d water divided by the length d that part d 
its periphery in contact wtth Its containing conduk; the 
mtb of area to wetted perimeter. Also called hydmutk 
mean depth. 

Hydrodynamicr2 -The study d the motion of, and the 
forces acting on, ffuids. 

Hydrographic Survef - An Instrumental survey made 
to measure and record physkaf characteristics of 
streams and other bodies of water within an area, 
including such things as location, areal extent and 
depth, positions and locations of high-water marks, 
and locations and depths of wells. 

inlet’ - A short, narrow waterway connecting a bay, 
lagoon, or similar body of water with a large parent 
body d water; an arm d the sea.. or other body d 
water, that is long compared to Its width, and that may 
extend a consicferabte distance inland. 

inorganic Matte? - Mineral-type compounds that are 
generally non-volatlle, not combustible, and not 
biodegradable. Most inorganic-type compounds, or 
reactions, are ionic in nature, and therefore, rapid 
reactions are characteristic. 

Lagoon’ - A shallow sound, pond, or channel near or 
communkatlng wfth a larger body d water. 

Limiting Factor’ - A factor whose absence, or exces- 
stve concentration, exerts some restmining influence 
upon a population through incompatibility with 
species requirements or tdemnce. 

Manning Formula2 - A formula for open-channel flow, 
published by Manning in 1890, which gfves the value 
d c in the Chezy formula. 

Manning Roughness Coeffickn? - The roughness 
coeffkfent in the Manning formula for determination 
d the discharge coefficient in the Chezy formula. 

Marsh’ - Periodkally wet or continually flooded area 
wlth the surface not deeply submerged. Covered 
dominantlywlth emersed aquatic plants; e.g., sedges, 
cattails, rushes. 

Mean Sea rev& - The mean plane about which the 
tide oscillates; the avemge height of the sea for all 
stages d the tide. 

MichaeiicMenton Equation’ - A mathematical ex- 
pression to describe an enzyme-catalyzed bldogkal 
reactton in which the products of a reaction are 
descrked as a function of the reactants. 

Mlneraiintion2 - The process by which elements com- 
bined In organic form in living or dead organisms am 
eventually reconvened Into inorganic forms to be 
made avaiiable for a fresh cycle of plant growth. The 
mineralization of organk compounds occurs through 
combustion and through metabolism by living 
animals. Mkroorganisms are ubiquitous, possess ex- 
tremety high growth rates and have the abiflty to 
degrade all naturally occurring organk compounds. 

Modeling2 - The simulation of some physical or 
abstract phenomenon or system with another system 
believed to obey the same physical laws or abstract 
rules of logk, in order to predict the behavior of the 
former (main system) by experimenting with latter 
(analogous system). 

Monitoring2 - Routine observation, sampling and test- 
ing of designated locatlons or parameters to deter- 
mine efficiency of treatment or compliance with 
standards or requirements. 

Mouth”Tha exit or point of discharge of a stream into 
another stream or a lake, or the sea. 

Nautical Mile2 - A unit of distance used in ocean 
navigation. The United States nautical mite is defined 
as equal to one-sixteenth of a degree of a great circle 
on a sphere with a sutiace equal to the surface of the 
earth. its value, computed for the Clarke spheroid d 
1866, k l&53.248 m (6,060.2Oft). The InternatIonal 
naukai mile k 1,852 m (6,070.10 ft). 

Nanopiankton2 - Very minute plankton not retained in 
a plankton net equipped with no. 25 silk bolting doth 
(mesh, 0.03 to 0.04 mm.). 

Neap Tides’ - Exceptionally low tides which occur 
twke each month when the earth, sun and moon are 
at right angles to each other; these usually occur 
during the moon’s first and third quarters. 

Neuston’ - Organisms associated with, or dependent 
upon, the surface film (air-water) interface of bodies 
d water. 

Nftrogenous Oxygen Demand (NOD)2 - A quantita- 
tlve measure of the amount of oxygen required for the 
bidogkal oxidation of nitrogenous material, such as 
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ammonia nitrogen and organic nitrogen, in was- 
tewater; usually measured afier the carbonaceous 
oxygen demand has been satisfied. 

Nutrknta’ - Elements, or compounds, essentiai as mw 
materfals for organism growth and development; e.g., 
carbon, oxygen, nhgen, phosphonw, etc. 

Orgsnic’ - Refers to vdatile. combustible, and some- 
times biodegradable chemkal cornpounds contain- 
ing carbon atoms (carbonficeous) bonded together 
and with other elements. The principal groups d or- 
gank substances found in wastewater are proteins, 
carbohydrates, and fats and ols. 

Oxygen Deficit’ - The dtfference between observed 
oxygen concentration and the amount that would 
theoretically be present at 100% saturation for existing 
conditions of temperature and pressure. 

Psthogen’ - An organism or virus that causes a dis- 
ease. 

Periphyton (Aufwuchs)’ - Attached mkroscopic or- 
ganisms growing on the bottom, or other submersed 
substrates, in a waterway. 

Photosynthesis’ - The metabolk process by which 
simple sugars are manufactured from carbon dbxlde 
and water by plant cells using light as an energy 
source. 

Phytopiankton’ - Plankton consisting d plant life. 
Unattached microscopic plants subject to movement 
by wave or current action. 

Plrnkton’ - Suspended mkroorganisms that have 
relatively low powers of locomotion, or that drift in the 
water subject to the action of waves and currents. 

Quaii$ - A term to describe the composite chemical, 
physical, and bidogical characteristics of a water with 
respect to tt’s suitability for a particular use. 

ResentIon - The absorption of oxygen Into water 
under conditions of oxygen defiilency. 

Rcspirstion’ - The complex series d chemical and 
physical reactions in all living organisms by which the 
energy and nutrients in foods is made available for 
use. Oxygen is used and carbon dioxide released 
during thk process. 

Roughness CoeMcicn8 - A factor, in the Chezy, 
Darcy-Weisbach, Hazen-Williams, Kutter, Manning, 
and other fomrulas for computing the average velocity 
d flow d water in a conduit or channel, which repre- 

wnts tha effect d roughness d the confining material 
on the energy losses in the ffowing water. 

Seicho’ - Periodic oscillations in the water level of a 
bkeorotherlandlockedbodydwaterduetounequal 
atmospheric pressure, wind, or other cause, which 
sets the surface in motion. These oscillations take 
place when a temporary local depression or elevatbn 
d the water level occurs. 

Semidiuma? - Having a period or cycle of ap 
proximately one half d a tidal day. The predominating 
type d tide throughout the worki k semidiurnal, with 
two high waters and two low waters each tidal day. 

Slsck Wste?- In tidal waters, the state da tidal current 
when Its velocity is at a mlnlmum, especially the mo 
ment when a reversing current changes direction and 
its velocity is zero. Also, the entire period of low 
velocity near the time of the turning of the current 
when it is too weak to be of any practkal importance 
in navigation. The relation of the time of slack water to 
the tidal phases varies In different localities. In some 
cases slack water occurs near the times of high and 
low water, while In other localities the slack water may 
occur midway between high and low water. 

Spring Tide’ - Exceptionally hlgh tide which occurs 
twkeperlunarmonthwhenthereisaneworfufl moon, 
and the earth, sun, and moon are in a straight line. 

Stmtification (Density Strstificstion)’ -Arrangement 
of water masses into separate, distinct, horizontal 
layers as a result of differences in density; may be 
caused by differences In temperature, dissolved or 
suspended sdids. 

Tidal Fist’ - The sea bottom, usually wide, flat, muddy 
and nonproductive, which is exposed at low tide. A 
marshy or muddy area that is covered and uncovered 
by the rise and fall of the tide. 

Tidal Prism2 - (1) The volume of water contained in a 
tidal basin between the elevations d high and low 
water. (2) The total amount d water that flows into a 
tidal basin or estuary and out again with movement of 
the tide, exduding any fresh-water flows. 

Tidal Range2 - The difference in elevation between 
high and low tide at any point or kc&y. 

Tidal Zone (Eulittorsi Zone, tntertidsi Zone)’ - The 
area of shore between the limits d water level fluctua- 
tion; the area between the levels of high and low tides. 

Tide’ - The alternate rising and falling of water levels. 
twice in each lunar day, due to gmvltational attractkn 
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of the moon and sun in conjunction wlth the earth’s 
rotational force. 

Tide Gags2 - (1) A staff gage that indicates the neight 
of the tide. (2) An instrument that automatlcatly 
registers the rise and fall of the tide. In some rnstru- 
ments, the registration is accomplished by printing the 
heights at regular intervals; in others by a continuous 
graph in which the height d the tide k represented by 
ordinates d the cuNe and the corresponding tkre by 
the abscissae. 

Toxicsnt’ - A substance that through Its chemical or 
physical action kills, injures, or impairs an organism; 
any environmental factor which, when alrered, 
produces a harmful bidogical effect. 

Water Poilution’ - Alteration of the aquatic er .*iron- 
ment in such a way as to interfere with a desi9,lated 
beneficial use. 

Water Ousiity Criteris’ - A scientific requirement on 
which a decision or judgement may be based concern- 
ing the suttability of water quality to support a desig- 
nated use. 

Water Ousiity Standard’ - A plan that is established 
by governmental authority as a program for water 
pdlutbn prevention and abatement. 

Zoopisrkton2 - Plankton consisting of animal life. Un- 
attached microscopic animals having minimal 
capabillty for locomotion. 

lRogers, BG., Ingram, W.T.. Pearl, E.H., Welter, L.W. 
(Editors). 1981, Glossary, Water and Wastewater Con- 
trol Engineering. Third Edition, American Public 
Health Association, American Society of Civil En- 
gineers, American Water Works Association, Water 
Pdlution Control Federation. 

2Matthews, J.E., 1972, Glossary of Aquatic Ecological 
Terms, Manpower Development Branch, Air and 
Water Programs Division, EPA, Oklahoma. 
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The Technical Guidance Manual for Performing Waste 
Load Allocations Book III: Estuaries is the third in a 
series of manuals providing technical information and 
policy guidance for the preparation of waste load al- 
locations (WLA's) that are as technically sound as cur- 
rent state of the art permits. the objective of such load 
allocations is to ensure that water quality conditions 
that protect designated beneficial uses are achieved. 
This book provides technical guidance for performing 
waste load allocations in estuaries. 

Overview of Processes Affecting Estuarine 
Water Quality 

PART I: ESTUARIES AND WASTE LOADS 
ALLOCATION MODELS 

Introduction 

Estuaries are coastal bodies of water where freshwater 
meets the sea. Moat rivers and their associated pol- 
lutant loads eventually flow into estuaries. The complex 
loading, circulation, and sedimentation processes 
make water quality assessment and waste load alloca- 
tion in estuaries difficult. Transport and circulation 
processes in estuaries are driven primarily by river flow 
and tidal action. As a consequences of its complex 
transport processes estuaries cannot be treated as 
simple advective systems such as many rivers 

Wastewater discharges into estuaries can affect water 
quality In several ways, both directly and indirectly. In 
setting limits on wastewater quantity and quality, the 
following potential problems should be assessed: 
salinity, sediment. pathogenic bacteria, dissolved 
oxygen depletion, nutrient enrichment and over- 
production, aquatic toxicity, toxic pollutants and bioac- 
cumulation and human exposure. 

A WLA provides a quantitative relationship between the 
waste load and the instream concentrations or effects 
of concern as represented by water quality standards. 
During the development of a WLA the user combines 
data and model first to describe present conditions and 
than to extrapolate to possible future conditions. The 
WLA process sequentially addresses the topics of 
hydrodynamics, mass transport, water quality kinetics. 
and for some problems bioaccumulation toxicity. 

For each of the topics addressed in a modeling study, 
several steps are applied in an iterative process: prob- 
lem identification, modal identification, initial modal 
calibration, sensitivity analysis. model testing, refine- 
ment, and validation. 

Executive Summary 
After the WLAs have been put into effect, continued 
monitoring, post-audit modeling and refinement 
should lead to more informed future WLAs. 

The estuarine waste load allocation process requires a 
fundamental understanding of the factors affecting 
water quality and the representation of those proces- 
ses in whatever type of model is applied (conceptual 
or mathematical) in order to determine the appropriate 
allocation of load. Insight into processes affecting 
water quality may be obtained through examination of 
the schemes available for their classification. Estuaries 
have typically been classified based on their geomor- 
phology patterns of stratification and mixing. How- 
ever, each estuary is to some degree unique and it is 
often necessary to consider the fundamental process- 
ses impacting water quality. 

To determine the fate and affects of water quality 
constituents it Is necessary first to determine proces- 
ses impacting their transport. That transport is affected 
by tides, fresh water inflow, friction at the fluid boun- 
daries and its resulting turbulence, wind and atmos- 
pheric pressure, and to a lesser degree (for some 
estuaries) the effects d the earth’s rotation (Coriolis 
force). The resulting transportation patterns may be 
described (determined from field studies) in waste load 
allocation studies. or, as is becoming more frequently 
the case, estimated using hydrodynamic models. 
Hydrodynamic models are based on descriptions of 
the processes affecting circulation and mixing using 
equations based on laws of conservation of mass and 
momentum. The fundamental equations generally in- 
clude: (A) the conservation of water mass (continuity). 
(B) conservation of momentum, and (C) conservation 
of constituent mass. 

An important aspect of estuarine WLA modeling often 
is the capability to simulate sediment transport and 
sediment/water interactions. Sediments not only affect 
water transparency, but can carry chemicals such as 
nutrients and toxic substances into receiving waters. 
Unlike rivers, which have reasonably constant water 
quality conditions, the large changes in salinity and pH 
in an estuary directly affect the transport behavior of 
many suspended solids. many colloidal particles ag- 
glomerate and settle in areas of significant salinity 
gradients. Processes impacting sediment transport in- 
clude settling, resuspension, scour and erosion, 
coagulation and flocculation. 
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The water quality parameters of interest vary with the 
objectives of the waste load allocation study, from 
“conventional pollutants” (e.g. organic waste, dis- 
solved oxygen and nutrients) to toxic organics and 
trace metals. 

The focus of WLA models of conventional pollutants is 
often DO and biochemical oxygen demand (BOD) as 
a general measure of the health of the system, or the 
focus can be primary productivity when eutrophication 
is the major concern. Conventional WLA models usual- 
ly include temperature, major nutrient chemical char- 
acteristics, detritus, bacteria, and primary producers. 
WLA models may include higher trophic levels (i.e. 
zooplankton and fish) because of higher trophic level 
effects on other more important variables, such as 
phytoplankton, BOD and DO. Synthetic organic chemi- 
cals include a wide variety of toxic materials whose 
waste loads are allocated based upon threshold con- 
centrations as well as tolerable durations and frequen- 
cies of exposure. These pollutants may ionize and 
different forms may have differing toxicological effects. 
The transport of the materials also may be affected by 
sorption and they can degrade through such proces- 
ses as volatilization, biodegradation, hydrolysis, and 
photolysis. 

The first step in identifying an appropriate WLA model 
for a particular site is to review the applicable water 
quality standards and the beneficial uses of the estuary 
to be protected. Local, state, and federal regulations 
may contribute to a set of objectives and constraints 
The final result of this step should be a dear under- 
standing of the pollutants and water quality Indicators, 
the areas, and the time scales of Interest. 

After the pollutants and water quality indicators are 
identified, the significant water quality reactions must 
be determined. These reactions must directly or in- 
directly link the pollutants to be controlled with the 
primary water quality indicators. All other Interacting 
water quality constituents thought to be significant 
should be Included at this point. This can best be done 
in a diagram or flow chart representing the mass 
transport and transformations of water quality con- 
stituents in a defined segment of water. The final result 
of this step should be the assimilation of all the available 
knowledge of a system in a way that major water quality 
processes and ecological relationships can be 
evaluated for inclusion in the numerical model descrip- 
tion. 

Trace metals may be of concern In many estuaries due 
to their toxicological effects. The toxicity of trace me- 
tals and their transport Is affected by their form. Upon 
entry to a surface water body, metal speciation may 
change due to complexation, precipitation, sorption, 
and redox reactions. Metals concentrations are diluted 
further by additional stream flow and mixing. Physical 
loss can be caused by settling and sedimentation, 
whereas a physical gain may be caused by resuspen- 
sion. 

Model Identification and Selection 
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The first steps in the modeling process are model 
identification and selection. The goals are to identify 
the simplest conceptual model that includes all the 
important estuarine phenomena affecting the water 
quality problems, and to select the most useful analyti- 
cal formula or computer model for calculating waste 
load allocations. During model identification, available 
information is gathered and organized to construct a 
coherent picture of the water quality problem. There 
are four basic steps in model identification: establish 
study objectives and constraints, determine water 
quality pollutant interactions, determine spatial extent 
and resolution, and determine temporal extent and 
resolution. Following model identification, another im- 
portant step is advised: perform rapid, simple screen- 
ing calculations to gain a better understanding of 
expected pollutant levels and the spatial extent of water 
quality problems. 

The next step is to specify the spatial extent, dimen- 
onality, and scale (or computational resolution) of the 
WLA model. This may be accomplished by determining 
the effective dimensionality of the estuary as a whole, 
defining the boundaries of the study area, then specify- 
ing the required dimensionality and spatial resolution 
within the study area. The effective dimensionality of an 
estuary includes only those dimensions over which 
hydrodynamic and water quality gradients significantly 
affect the WLA analysis. Classification and analysis 
techniques are available. Specific boundaries of the 
study area must be established, in general, beyond the 
influence of the discharge(s) being evaluated. Data 
describing the spatial gradients of important water 
quality constituents within the study area should be 
examined. Dye studies can give important information 
on the speed and extent of lateral and vertical mixing. 
It is dear that choke of spatial scale and layout of the 
model network requires considerable judgment. 

The final step in model identification is to specify the 
duration and temporal resolution of the WLA model. 
The duration of WLA simulations can range from days 
to years, depending upon the size and transport char- 
acteristics of the study area. the reaction kinetics and 
forcing functions of the water quality constituents, and 
the strategy for relating simulation results to the 
regulatory requirements. One basic guideline applies 
In all cases - the simulations should be long enough to 
eliminate the effect of Initial conditions on important 
water quality constituents at critical locations. 



ThetemponUmolWmdWUahhtbns~Into 
onadthraaatagMas-dymmk.cpddymW,and 
staadyatate.DpamkainnMbm prsdkthourtohour 
varWmscausadbyWtmn@orLQusddynamic 
shuhtkmprediavahtbmontheorbddaysto 
months. The effects d tidal transport are time- 
avemgad.otherforchgfunctkMsucha8fteshwater 
i-. pdkrtsnt badirrg. tamamhm NauJLgM 
mayvaryfromcWytomtxWy.Sta&y8tatedmula- 
tiompdktmcxmyto~avemgeaAllhprrrs 
aretimeaveraged.Twoschodsd~haveper- 
slsted regarding the utlllty of dynamic ver8us 
qu&ynamkandsteadys!ata-Fcxsune 
problarnsthachokab~daar. 

Ingenerd,ffthe4fagUatorynaadorklnstkwponsals 
ontheorderdhowthendynamkdmulatkrware 
rsqulred; B m@atory needs are long tann avemges 
andthekhetkmspcnsekontheorderdseasonsto 
years, then qussldynarnk or steady simulations are 
indkated. 

ThegcnUdnmdel8&ctknistoobtaha8bWatkn 
model that effectively implements the ccmceptual 
model identbd for the WlA Models selected for dls- 
cussion here are general purposa, In the publk 
domaln,andwaMablefromorsupportedbypublk 
agencks.Theselectkndan ashmrhewLAmodel 
neednotbellmbdtothemaIelsdbcu8sedlnthls 
documsnLOtherrnodelathatareavallabletoapruject 
or~~al8obe-. Thamodds 
surnmadadlrlthlareporlreprasantthetyplcalmnge 
of capabllhles currently evaliable. Estuartne WIA 
moddscanbeclsss&dssLevslItoLevdlVaccord- 
ing to the temporal and spatial complexity d the 
hydrodynamic component d the modeI. Lavel I in- 
cludes de&top 8cmening methoddog& that caku- 
late8ea8onalorarwwalmeanpdlusanawncentmticns 
basedcnstaody8tatecondltkm8and8h@fiedflu8h- 
ingtlrlla-Ttlesarnodalsarededgnedto 
examineane8tuaryrapidlytokdatetroubiespdsfor 
f=acteQledurdysea 

LevelIIhdlJdescunprrtertred~8tateor~ 
averaged quaskynamk dmtAat&m models, whkh 
gsrmHywaabaxor --type-to 

cWmncaapprmhWmto~badcpar- 
zYz%ld~Levelll..canpdld 
Mwlychangbg8aasondwatsrqWtywRhanMec- 
tivethwrwoWond2weefc8tol mutth.bwlIII 
indudes coqwtarlzad onadknandmd (1-d) and 
quad twc+dirnensknal (2-6). dynamic simulation 
tlKM&~redtbnemodelSslmubte-h 
tldalhd#asand valocabthrougheachtldalcycla. 
Thdr-umarasdutlon~u8wayllmltadto 
avamgavarhblayoveroneweakbacawewinput 
-~--dWaveraOe~W 

varyhgvduaaThaaffacuvatlma~cor#tm 
raducedtowtclarl dayghrengoodrepresemrtbnd 
diunal water quallty klnetlcs and precise tidal tnQut 
pFlramaara.Tharaquimddataandtnodelingeffortare 
u8uallynctmotBtzedIn8tandardVVtAs. 

LevelIVccms&dcomputwked2dand3ddynamk 
simulatkrrmodel8.Dk3pembBmMngand8WUaKl 
tlolmby~aratmatadmomredbtlcdlytlmn 
lrttheLevelIIIldmcdsfaThesemod&amdmost 
naveruwdfor~wL(kThe~tlmamsolu- 
tiondthaWe4lVrnodelscanbalessthsn1daywlth 
agood~dd~watarqus#yand 
intmtM- 

lhe~dLmlIandIImodelrliehUmb 
comparaahrelylawcostandeaaadappllcatkn.The 
disadvantages lie in their steady state or tidally 
avamged tempoml scale. When hydradynamics and 
pollutant inputs are rapkliy varying, staady state 
models are diffklllt to property calibrate. 

The dynsmic models (Levels Ill and IV) have ad- 
vantages over steady state and tidally avemgsd 
modei8ln~mIxlnghpartldlymbtadas- 
tlJar&8bacalJ8aadvectkNlbaornuchbattarrapre- 
sentad. The successwtthwhkhthesemodelscan 
predkttran8kr#vloIatlonsdependsupcnbcththe 
accuracyandre8dutkndthekadlngandsnvfmn- 
rnantd data and the model’s tma!mmtdsMtthm 
scdeklnatkswchasdawptlonordkxndluctua- 
tkn8 h temperature, pli, or sunlIght. While dynamic 
models are capable d pmkting diuma! and transient 
nuctuat~hwat~qualltyparamet~,th8hplftdata 
requkamerw are much greater. 

PARTll:APPLKXTDNOFESNARtNE 
WASlEUMbDALKZATlONMODElS 

m4onmhg-for-ti 
valdabnd Eallmnerarbvr~ 
moabtlModels 
lhemonRoMgdamcobctedhwpportdamocWhg 
study b wad to: (1) detertnhe the type d model 
applMkm wukad (e.g. dw, state m-i- 
at-a&y ~~~.“~ 

-hprrt psramerers mmdd cxwmuon); and (4) 
detwminsYthemcdeMequatdyd-the8y8- 
tern (madel avallJauon). 

lheqmcUktypesddataandquaMyrequhdtil 
varywRhtheobjectlve8dtheWlAmoddhg8tudyarM 
theBdtheestuary.Dataere~ 
mqlllmdto~armhemafeimorphomeby,audlas 
depthsandvdwnes(e.g.avallabiefrornsowufhgdata 

xv 



or navigation chwts). Data are also required for 
tranqmt.T~w#Jnthamodeled8yaternmy 

dtherbe8pSdfd(measued. e.g. ameM meters) or 
complned from hydrodynamic models. flowa Into the 
Syrdemmustbe measumd.ork,thecasedtheoperr 
lmmdary, waler surface cWaUona must be deter- 
mined. 

ThewatarqlJalaydatamqlJiNd.beyondthntMadad 
toquanufy~woIvarydapendhgmhowt~ 
variablaawlllbau8adandthairantldpatedimpacton 
the Sy3tem Data mqdMMS8 wWdlfferIftheWlA 
modeling study 4 intended for diaaoiwd axygen. 
el&QwSbortoxka.~foraupef- 
tfnentwaterquelayvartabfa8~beprovidedatthe 
modal boundaries, providing the perturbation for 
modefpmdktkwasweMa8atpdntswfthfnthewater- 
body to provide a basis for estimating model 
pammaers and evaluating model predktfon8. Data 
should be available to determine variationa in water 
quality parameter8 over space and time. 

Planning monitoring studies shouid be a cdlabomtlve 
e&t d participants invdved in budgeting. field cdfec- 
tion, analysis and processing d data, quallty as- 
summa, data management and modeling actbvltles. 

Cdlaboratlon insures that fundamental design ques- 
t~areprofMystatad sothattheavaifabferesources 
areu8adinthemosZefffdwtmannerpos8ibieandthat 
all crltkxd data for modeling are cdlected. The ~58 of 
monftorfng and modeling in an iterative fashion, 
wherwer poslbie. is often the most effkient means of 
insuring that crftlcal data are identified and cdlected. 
A rigorous, well documented, quality assurance, 
quality contrd (CWOC) plan should be an integral part 
of any waste load allocation program. 

While models can be run with minimal data, their 
predktlonsi are subject to large uncertainty. Models are 
best operated to interpolate between exMng condi- 
tlons or to extrapoiate from existing to future condl- 
tkxts. such as in the projection d conditions under 
anticipated waste loads. The coMdence thatcanbe 
placed on those projections is dependent uporr the 
integrity d the model. and how webl the model is 
calibmted to that partiaAar estuary. and how well the 
model compares when evaluated against an inds 
pendant data set (to that wad for cafibrat&wl). 

Model calibrauon is nmessary because d the semi- 
emphkal nature d present day (1990) water quality 
tTMXMS.AJthO@lth9UV8St0lO8dallocatknIWdl3fS 
uaedlnestuarystud&sarefofmulatedfromthamaas 
balance and. in many w. from wwwatkm d 
momentum principlw, rl;%t d the kinetk descri@brw 

inttmmod&thatda8ufbethechangeinwatarqu8l@ 
araemplrlcdlyderfvad.Thswemplrical~ 
contalnanunfmdtmfWarWandpatMlerenthat 
amwwllydetemJnedbycalibratbnushgdatacd- 
lectedhtheestmrydlrWesL 

Callbratbn4onebmtadequatetodetennbthe 
pmcWhmcaptMtydamodeiforapartk&restuary. 
TomapoUUmmngedamdkbmoverwhkhthe 
mocMcanbeuswftoderemJnecauaearxfemed 
rfdaaM@oneormomaddRknaflnd~sets 
ddataarerequkedtodetaMna whathartimodells 
mlxedy~u. ms -mJ e-daa, wfeh also is 

cmfhathte8ting,~thetimlt8d 
uaWessdthecalikatedmodel.Wahorrtvallbatbr, 
t~thawubmtad modelremah8adeau@Wnd 
thacondaloMdeflnedbythacallbmtlandaraaet.lha 
uWdanypro/edbnwVda 
calibmtedmodelwouldbeunknown udessthkis 
estlmataddurlngthevalldatlonprocadure. 

In add&n, the fkral validaWn is limfted to the range d 
condi!lons defined by the calibratbn and valkWlun 
datasets.Tha mwrtahy d any projectkn oc ex- 
tmpdatkmorAddethlarangealsoremainsunknown. 
Thavalktallondacalbmtadrnodal,themfore.should 
notbetakerltoinferthatthernodellapredktivelyvalkl 
overthefuHrangedcondhbnathatcanocwbran 
eatuaty.Focexam@e,amodJvaMa!~overttmrange 
dtypiadtideaandkwfrwhwaterInflowmaynot 
dascrlbeconditfonsthatoccurwhenlargeirdlowsand 
atypkdtldesocuJr. 

ThklseapecwytrlJawherlprocama sucflassadi- 
menttransportandbenthicexchangeoccurdudng 
atypkalev~sbutnotdurIngthenomaal.rfuerflowand 
tM events typically usad to calibrate and validate the 
model. 

Fo&wlng model &brat&n and vaMatb, severai 
typesdanalywadrnocielpahmmcearedImpor- 
tance.FhstaserMMtyarml~pravtdesamethodto 
determirwwhichparametersandcoefk&Mhnvethe 
graateathlpad on model predm sacorld. there 
areanumberdsWs&altestathatareusMfor 
dmng--w-a tmsbaenotmhed 
bdwearlmodd sfmu&bsand maawradcondaions 
inofdertoe8tfmatethecodidencethatmaybea8- 
signedtomodalpn3didkns.Fi~,acomporrents 
analyslsindkataatherelaWecontrUUondproce8- 
se8tovariatknwinpredicted~Forex- 
ampkthecausedvkWbns dadkobedoxygen 
stancWdcanbed&nninedfromthereiativecoMbu- 
tkmdvarkwkxidsandtheeffactdsedknWoxygen 
demand, BQOdecay, rMkatbn. phd-w 
rwmition. 
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OncethamoddlacallbmtadandvelMad,Ybtherl 
usedtoinve&@ecausaadexWhgproblemaorto 
simulatefuturecondlt&nstodetewheeffac!adchan- 
gashwastebadaaapartdthawastabadalbcatbn 
procedure. once CrltM water qudlty corldtuoMare 
ddbadforthaaatuary,harbororcoast&araadcon- 
cam,detemJnkrgthawastea!@m&&ecapadtyL 
rdattvaiy atra@htbrward. Modelsara~e to&ate 
--~qudw- tothebadaformoat 
pmbbms.Howavar, thedefhkbndHkalcondi!kms 
for estuaries is notatmightforward. For streams receiv- 
ingorgankloada,thislaa~mat.terd 
dWrmining the low flow and high temQerahxe condl- 
tbna In eatuar& fresh water. tbas wfnd, complex 
sadlmanttmnspor&andotharfactarscanbairnportant 
to detefmlrling the crakal condluona As of yet, there 
arenodaarmethodsdastablishlngcrmcslconditkns, 
especlallylntermadtheprobabil~doccunence. The 
analyst must use considerable judgement in sebcting 
crltkal conditbns for the particular system. Once 
loads and either critkal conditions or estimated future 
cordYbns are specifiad, the calibrated model can be 
wad to predict the water quaky response. The lnves- 
tigatlon may lmmive study d extreme hydrdogkal, 
metaordogkal, or hydrographk events that affect 
mbdng; waste badlngs from point and non-pdnt sour- 
ces; and changea In banthk demands. 

Thisaactbn paants bs!ratlve examples d estuarine 
modeNngusbgbothsimplescrwningprocadureaand 
the water quality model WASP4. The scmenbg proce- 
dures are based upon simple analytkzal equations and 
the more detalled guidance provfded in Water Oualtty 
Assessment: A Screening Procedure for Toxic and 
Conventbnaf Pofbtants - Part 2.” WASP4 examples 
demonstrate model based estuarfne WlA applkatbn. 

WASP4 Is a general muitMlmensk& cofv=tm@flt 
model supported and available through the U.S. EPA 
center for Exposure Assessment Modeling. 

~~mprovid~-eight~~qual~ 
cuncemshthreebadctypesdestuaries.Aone 
dlmenslonelaatuaryisanalyredby%raanbgmathods 
for coIIsBNal)ve and mtive t- and 
chlorfna rwkhal. Bacteria and DO depbtbn are slnn~- 
bated. Nutrht -,phytoplankt~prod-. 
and DO depletbn h a vertkaUy stmtlfied estuary are 
dmdated. Finally, ammonia toxkity and a toxkant h 
a wide, lateraify variant estuery are simUated. 

The screening procedures can be applied usAng cai- 
cuiatororapraadsheet.Whiletheymaynabak5ubble 
aathesdaju&fkatbnforaWtAthaycanbevel~ 
for inltlal proMem assessment. Three screening 
msthods are presented for estimatlng estuaMe water 
quallty impacta: analytkal equatkns for an idealized 
estuary,thefractkndfresbvatermethod,andtha 
modified tidal prism method. Thesa example prcca- 
dures are onfy appbble to steady state, onadimen- 
sbnal estuary problems. 

Datermhistk water quality modeling d estuarine sys- 
tems can be dMded Into two separate tasks: descrip 
tion of hydrodynamics, and description of water 
qualfty. The WASP4 model was destgned to simulate 
water quaMy pmca8ws, but requires hydrodynamk 
informatbn as input. Hydrodynamic data may be 
dfraotfyspedfbd inan tnputdatasat, ormayberaad 
from the output d a separate hydrodynamk model. 
The examplea here illustrate tidal-averaged rnodelbg 
with user-specified hydrodynamics. Both the 
eutrophkation and toxkant programs are dascrfbed 
and used. 

For the six examples usbg WASP4. background lnfor- 
matbn is provided, the required hput data are sum- 
marized. selected model restisare shown, and certain 
WU issues are briefly described. 
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Preface 

The document is the third of a series of manuals provid- 
ing information and guidance for the preparation of 
waste load allocations. The first documents provided 
general guidance for performing waste bad allocation 
(Book I), as well as guidance specifically directed 
toward streams and rivers (Book II). The document 
provides technical information and guidance for the 
preparation of waste bad allocations in estuaries. The 
document is divided into four parts: 

This part. “Part 1: Estuaries and Waste Load Allocation 
Models," provides technical information and policy 
guidance for the preparation of estuarine waste bad 

allocations. It summarizes the important water quality 
problems, estuarine characteristics and processes af- 
fecting those problems, and the simulation models 
available for addressing these problems. The second 
part provides guide to monitoring and model calibra- 
tion and testing, and a case study tutorial on simulation 
of waste bad allocation problems in simplified es- 
tuarlne systems. The third part summarizes initial dilu- 
tion and mixing zone processes, available models, and 
their application in waste load allocation. Finally, the 
fourth part summarizes several historical case studies, 
with critical reviews by noted experts. 

Organization: "Technical Guidance Manual for Performing Waste Load Allocations. Book III: 
Estuaries” 

Part Title 
1 Estuaries and Waste Load Allocation Models 

2 Application of Estuarine Waste Load Allocation Models 

3 Use d Mixing Zone Models in Estuarine Waste Load Allocation Modeling 

4 Critical Review of Estuarine Waste Load Allocation Modeling 
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4. Monitoring Protocols for Calibration and Validationof 
Estuarine Waste Load Allocation Models 

James L. Martin, Ph.D., P. E. 
AScl Corp., at the 

Center for Exposure Assessment Modeling 
Environmental Research Laboratory U.S. EPA, Athens, GA 

4.1. General Consideration 
This section addresses data needs for the calibration 
and validation of estuarine waste load allocation 
models. The type and amount of data will depend on: 
(1) the study objectives, (2) system characteristics, (3) 
data presently available. (4) modeling approach 
selected. (5) the degree of confidence required for the 
modeling results, and (6) project resources. Each of 
these factors should be considered in the planning 
stage of the monitoring effort in order to formulate 
fundamental questions that can be used In sample 
design. 

Quantitative estimates should be made, wherever pos- 
sible, of the gains or losses in model accuracy and 
precision due to different monitoring plans or modeled 
processes In order to provide a rational aid for making 
decisions governing the monitoring plan. For ex- 
ample, if study objectives require that boundary loads 
must be sampled with 95 percent confidence, then 
there are established quantitative methods available to 
estimate the sampling effort required (e.g. Cochran 
1977, Whitfield 1982). The feasibility of study objec- 
tives can then be evaluated in terms of available resour- 
ces and other study requirements. 

Planning monitoring studies should be a collaborative 
effort of participants involved in budgeting, field collec- 
tion, analysis and processing of data, quality as- 
surance, data management and modeling activities. 
Collaboration insures that fundamental design ques- 
tions are properly stated so that the available resources 
are used in the most efficient manner possible and that 
all critical data for modeling are collected. The use of 
monitoring and modeling In an iterative fashion, 
wherever possible, is often the most efficient means of 
insuring that critical data are identified and collected. 

4.1.1. Study Objectives 

The study objectives will often determine the degree of 
effort required for the monitoring study. The objectives 
should be clearly stated and well known prior to the 
planning of any monitoring study. Obviously, the pur- 
pose of such a study will be the allocation of waste 
loads for the water quality constituent of interest. How- 

ever, the effort expended and the acceptable uncer- 
tainty in study results will depend largely upon the 
study objectives. For example. the monitoring pro- 
gram must be of much higher resolution if the main 
objective Is to define hourly variations as compared to 
one where the objective is to determine the mean or 
overall effect of a waste load on an estuary. Until all 
objectives are defined it will be difficult to establish the 
basic criteria for a monitoring study. 

4.1.2. System Characteristics 
Each estuary is unique, and the scope of the monitor- 
ing study should be related to the problems and char- 
acteristics of that particular system. The kind of data 
required is determined by the characteristics of the 
system, the dominant processes controlling the con- 
situent, and the time and space scales of interest. The 
same factors that control selection of modeled proces- 
ses and resolution will be integral in determination of 
the monitoring required. A model can only describe 
the system, and that description can be no better than 
the data which determines how it is applied, drives it, 
and is used to evaluate ifs predictions. The particular 
advantages of models are that they can be used to 
Interpolate between known events and extrapolate or 
project to conditions for which, for whatever reason, 
data are not available. 

4.1.3. Data Availability 
Some data have to be available in order to make initial 
judgments as to the location and frequency of samples 
as well as to make decisions concerning the selection 
and application of the waste load allocation model. 
Where data are not available for the constituents of 
Interest then it may be necessary to use some alterna- 
tive or surrogate parameters for these initial judgments. 
For example, suspended solids my be used in some 
situations as a surrogate for strongly sorbed con- 
stituents. Reconnaissance or preliminary surveys may 
be required to provide a sufficient data base for plan- 
ning where only limited data are available. 



4.1.4. Model Selection 
A preliminary modeling approach should be selected 
prior to the monitoring study based on historical data 
and reconnaissance or preliminary surveys. Ideally, 
preliminary model applications should be conducted 
to assess the available data and provide guidance on 
monitoring requirements. Critical examination of the 
models input data requirements and studies of its 
sensitivity to parameters and processes should aid in 
the development of monitoring strategies. Several 
iterative cycles of data collection and model applica- 
tion serve to optimize both monitoring and modeling 
efforts. 

4.1.5. Confidence 

To a large degree the quantity and quality of the data 
determine the confidence that can be placed on the 
model application Without data, it is impossible to 
determine the uncertainty associated with model 
predictions. Uncertainties in the determination or es- 
timation of driving forces for the model (e.g. loadings, 
wind) will be propagated in model predictions. The 
greater the uncertainty (spatial, temporal or analytical) 
associated with data used in model forcing functions, 
estimation of model parameters, or evaluation of model 
predictions, the greater the resulting uncertainty as- 
sociated with those predictions. One fundamental 
issue that may impact monitoring studies is the accept- 
able degree of uncertainty in both data and model 
projections. 

4.1.6. Resources 
All waste load allocation studies will be limited to some 
degree by budgetary, manpower, laboratory, or other 
constraints. The limited resources will probably re- 
quire that the number of stations and/or the frequency 
of sampling be restricted. The planning of the data 
collection program should involve analysis of various 
sampling strategies and their associated cost. The 
planning should include factors such as the logistics 
and scheduling of crews, boats, equipment, meals, 
sample storage and preservation, acceptable holding 
times, laboratory preparation, communications. back- 
up for equipment failure, quality assurance and other 
resource intensive factors that affect the successful 
completion of data collection efforts. An objective of 
any such planning study then is to maximize the infor- 
mation obtained for the given project resources. For 
major studies, the time and effort for this planning effort 
should be carefully considered and included in project 
plans. 

4.2. Types of Data 

The data collected in support of an estuarine waste 
load allocation study will be used to (1) determine the 

type of model application required, (2) drive the model, 
(3) provide a basis for assigning rate coefficients and 
critical model input parameters, and (4) determine if the 
model is adequately describing the system. The 
methods for using this data in the calibration and 
validation of models is the topic of Section 5.0. The 
general types of data required are described below. 

4.2.1. Reconnaissance and/or Historical Data 

Data are required initially to define the problem and 
determine the type of model solution required. For 
example, determination of appropriate model resolu- 
tion must be based on available data. Historical data 
should always be surveyed. Historical data should be 
verified to insure that sampling techniques and 
laboratory analysis procedures have not changed 
which might make the historical data unsuitable for 
comparative purposes. Where historical data are not 
available it may be necessary to perform reconnais- 
sance studies to obtain sufficient data for planning. A 
reconnaissance study as defined here is a survey of the 
site to obtain sufficient data to make preliminary judg- 
ments. Additional reconnaissance studies may be re- 
quired particularly in areas where the greatest 
uncertainties exist. The reconnaissance level data is 
Important not only in defining the more intensive 
monitoring effort but also in determining the modeling 
approach and resolution. 

4.2.2. Boundary Conditions 

Boundary condition data are external to the model 
domain and are driving forces for model simulations. 
For example, atmospheric temperature, solar radiation 
and wind speeds are not modeled but are specified to 
the model as boundary conditions and drive modeled 
processes such as mixing, heat transfer, algal growth, 
reaeration, photolysis, volatilization. etc. Nonpoint 
and point source loadings as well as inflow water 
volumes are model boundary input. The boundaries at 
the upstream end of the estuary and the open bound- 
ary at the ocean provide major driving forces for 
change. Models do not make predictions for the 
boundary conditions but are affected by them. 

4.2.3. Initial Conditions 
Generally, initial conditions are not required for internal 
flows or velocities. However, for water quality con- 
stituents initial conditions are required where the 
period of interest In simulations is less than the time 
required for these initial conditions to be “flushed out". 
For example, if the model is to be run to steady-state, 
then by definition initial conditions are not required. 
However, if simulations are to be conducted over 
“short” (in relation to the Rushing time) periods of time, 
then initial conditions may be critical. Where changes 
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are small, the inftial condttions may dominant projec- 
tions making h difficult to determine sources of error, 
such as in modeling approach 

4.2.4. CabbMhn 
Most estuarine hydrodynamic and water quality 
models are genera! in that they can be applied to a 
variety of sttes and sftwtions. However, the values of 
model parameters may be sabcted on a she spacifi~ 
basis, within some acceptable range. The process d 
adjusting model parameters to fh site spactfk hforma- 
tion is known as model calibration, and requires that 
sufficient data be available for parameter estimation. 
The data base should Include not only Information on 
concentrations for the parameters of interest but on 
processes affecting those concentrations, such as 
sediment oxygen demand, settling and resuspension 
velocttles, etc. While resources often limit the extent of 
the calibration data, more than one set describing a 
range of conditions is desirable. 

4.2.5. ViGdatbnlEmbab 
It is always wiseto test the calibration wkh one or more 
independent data sets in order to insure (or validate) 
that the model accurately describes the system. 
Validation conditions should be sufficiently diflerent 
from calibration conditions to test model assumptions 
without vidating them (where the assumptions are 
considered reasonable). For example, if the rate of 
sediment oxygen demand is assumed not to change 
(i.e. is specified as a zero order rate), then the modei 
obviously would not predict well under situations 
where the sediment oxygen demand was drastically 
different due to some event. A second example is that 
an application assuming constant morphometry could 
not be expected to perform wall after ftood events. 
dredging. or construction resulted in variations in that 
morphometry. Discusslons of the procedures for 
modei validatlonlevaluation are provided In Chapm 
and Reckhow (1983) and Thomann and Mueller (1987). 

4.2.6. Post Audit && 
One type of data that is often ignored is post-audit data. 
Generally, models will be calibrated and validated and 
then applied to make some projectlon about condl- 
tions, such as the effects of waste loads. The projec- 
tlonsare often then used as an aid In making regulatory 
decision. This is often the end of most modeling and 
monttoring studies. There are relatfvely few cases 
tiere studies are conducted after the Impfementatlon 
of those decisions to determine tf the modal projec- 
tions were accurate and management decisions ap- 
propriate. However, wtthout this type of data the 

overall success or faiture of modeling studies often can 
not be accurately assessed. 

4.3. Frequency oi CoIlectM 
The frequency of data cdlection depends on all the 
factors mentioned in part 4.1. However, two general 
types of studies can be defined - those used to identify 
shod term varialions in water quality and those used to 
estimate trends or mean values. 

4.3.7. IntensAe suueys 
lntenstve surveys are intended to identify intra-tidal 
variations or variations that may occur due to a par- 
ticular event In order lo make short-term forecasts. 
lntenshre surveys should encompass at least two futl 
tidal cycles of approximately 25 hours duration (Brown 
and Ecker 1978). Intensive surveys should usually be 
conducted regardless of the type of modeling study 
being conducted. 

Wherever possible, all stations and depths should be 
sampled synoplically. For estuaries that are stationary 
wave systems (high waler stack occurs nearly simul- 
taneously everywhere), this goal may be difficult to 
achieve due to the logistics and manpower required. 
Synoptic sampling schemes are constrained by dis- 
tance between stations, resources In terms of man- 
power and equipment, and other factors which may 
limlt their appllcabiltty. Where tt is not possible to 
sample synoptically, careful attention should be given 
to the time of cdlection. For some estuaries, where 
movement of the tidal wave is progressive up the 
channel, sampling the estuary al the same stage of the 
tide may be possible by moving upstream with the tide 
lo obtain a synoptic picture of the water quality varia- 
tions at a fuced tide stage, that is a lagrangian type of 
sampling scheme rhomann and Muelter 1987). Sam- 
pling should not be conducted during unusual climatic 
conditions in order to insure that the data is repre- 
sentative of normal low flow, tidal cycle and ambient 
conditions. 

Boundary condttions must be measured concurrently 
wtth monkoring of the estuary. In addition, a record of 
waste loads during the week prior to the survey may 
be critical. It Is necessary to identify all of the waste 
dischargingfacillties priorto the survey sothat all waste 
discharged can be characterized. Estimates of non- 
point loads are also required. 

Where project resources limit the number of samples. 
an alternative may be to temporally integrate the 
samples during cdlection or prior to analysis. This will, 
however, not provide information on the variability 
associated with those measurements. 
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4.3.2. Trend MonRon’ng 
Trend monitoring is conducted to estabiish seasonai 
and long term trends in water qualtty. inter&e data Is 
not sufficient to calibrate and validate a model which 
will be used to make long-term projectiona, due to 
dffferences in the time scales d processes affecting 
those projections. Trend eampfing may take place on 
a bf-weekfy or monthly bask. Stations shouid be 
sampled at a consistent phase d the tide and time of 
day to minimize tidal and diurnal inffuences on water 
quaMy varhtions (Ambrose 1983). Diurnal variations 
must still be considered, however, tidal effects rnny be 
less important In wind dominated estwrfne systems. 
Care should be exerdsed to sample during repre- 
sentattve condkions and not during unusual dimatk 
events in order to allow comparkon between sampling 
times. Some slattons may be selected for more 
detailed evaluation. intenske surveys, spaced Qver 
the period of monltoring, should also be considered 
where the trend monitoring witi be used to track chan- 
ges in parameters between intensfve surveys (Brown 
and Ecker 1978). 

Boundary data should generally be measured at a 
greater frequency than estuarine stations used for 
monkoring trends. Boundary condltlons are crhkaf In 
that they will drive the modei used for waste load 
allocation. The rate at which the boundary condkions 
are expected to change will fndkate the time scale 
required for boundary sampling. Tiered or stmtifii 
sampling programs may be required which indude 
different sampling strategies, such as between low and 
high fiow periods. The more intensfve boundary data 
will provide an estimate of the mean drking forces for 
the model as well as their associated variabittty. 
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The type of boundary data required Is discussed in the 
next section. Generally, data on ftows, meteordogy 
and water level variations may be available more fre- 
quently than necessary for water quality parameten. 
The variability associated with the observations can be 
used to estimate the sampling effort required for a 
gfven acceptable degree of conftience using weft es- 
tablished methods (see Cochran 1977, Gilbert 1987, 
Elliott 1977 or others). For example, where the mean 
and slandard error of a constkuent have been es- 
timated from reconnaissance studies and the error is 
simply inversely proponional to the sample size. tha 
sample size required to obtain an acceptabie error rate 
can easily be determined. The frequency required for 
water quality parameters for tributartes may be es- 
timated using ratio and regresskx methods to deter- 
mine the uncertainty associated wfth loading estimates 
for various sampling designs (see for exampie Co&an 
1977; Ddan. Yui and Geld 1981; Heidtke, DePinto 
and Young 1988). 

4.4. spatial cwefage 
An intenstve spatial coverage of the estuary for some 
indicator or surrogate wafer qualfty parameter, such as 
salinhy or turbilty. is generally needed in order to 
estimate spatial variability, as well as determine the 
modef type and segmentation requtred. 

Generally, the spatlal grid for an estuarine model 
shoukf extend from above the fall line, or zone of tidal 
influence, to the open boundary of the estuary. The 
last USGS gauging station is often a good upper 
boundary since they are typically placed outside of the 
region of tidal lnftuence. in some cases the ocean 
boundary will extend beyond the estuary into the 
ocean to Insure a representative boundary condition 
or to allow use of tidal gauge Information cdlected at 
some point away from the estuary. 

Where simple waste load allocation studies are 
planned on a portion of an estuary, and II is unrealistic 
to model the entire estuary, then the spatial grid may 
be delimited by some natural change in depth or width, 
such as a restriction in the channel or regions where 
the velocity and water quafity gradients are small. The 
spatial grid must encompass the discharges of inlerest 
in all cases. 

Sampling stations should generally be ioceted along 
the length of the estuary within the region of the model 
grid, with stations in the main channel and along the 
channel margins and subtidal flats for the intensfve 
surveys. Lateral and longitudinal data should be cd- 
lected, including all major embayments. The spatial 
coverage required is governed by the gradients in 
velocities and water quality constituents. Where no 
gradients exist, then a single sample is sufficient. 
Some caution should be exercised in the selection of 
the Indicator parameter for this decision. For example, 
strong vertical dissdved oxygen gradients may occur 
In the absence of velocity, thermal or salintty gradients. 
Two areas where cross-channel transects are general- 
ly required are the upper and lower boundaries of the 
system. Additional sampling stations may also be 
selected so that poorly mixed discharges can be ade- 
quately detected and accounted for. 

The spatial coverage should consider the type of model 
network to be used. For model networks with few, large 
segments, several stations (e.g. 36) should be located 
in each model segment in order to estimate spatial 
variability. For detailed models with many segments ft 
may not be possible to determine the parameters for 
each segment. For initial conditions and model evaha- 
lion, sufficient samples should be collected to estimate 
missing data by interpotation. 



Where resources are iimhed, one possible moniloring 
strategy Is to spatially integrate samples, such as over 
depth or width depending on the modeling approach 
used. Careful consideration will need to be ghren to the 
Jntegratlon scheme for this type of montiorfng. For 
exampJe, a Row weighted IntegralJon scheme would 
require some a priori knowledge of the tract&r of the 
total ffows assochted with all sampling sta!Jone. 

4.5. Model Data Requirements 

4.5.1. Esfmy &@-r&y 
Data are always required to determine model mor- 
phometry. Morphometry affects the charactertation 
of the estuary and the type of modding approach 
required. Estuarlne depth contrds propagation of the 
tidal wave. Shallow channels and sJJls increase vertical 
mixing whJJe deep channels are more likely to be 
stratified with greafer upstream intrusion. Deep fjords 
with shallow sills usually have little circulation and 
flushing in bottom waters. The length of the estuary 
determines the type of tidal wave, phase between 
current velocities and tidal heights. The width effects 
velocities (narrow constrictions increase vertical 
mJxing and narrow inlets restrict tidal action). Wind&- 
ducecf circulation is transient and interacts with chan- 
nel geometry to produce various circulation patterns 
and affects vertical mJxing and sediment franspurt. 

Bathymetric data are avaAaMe for most estuaries from 
U.S. Coastal and Geodetic Navigation Charts and hat 
Sheets or from sounding studies conducted by the U.S. 
Army Corps of Engineers. The National 
Oceanographic Survey can provide data on computer 
tapes. The charts tend to slightly underestimate 
depths in navigation channels to allow for siltation. 
Afternatively, a vessel traveling along established tran- 
sects can measure depth profiles with a high frequency 
fathometer connected to a continuous strfp-chart re- 
corder. Depths must be corrected to mean tide level 
at the time of measurement (Kuo et al. 1979). SJopes 
of the water surface should also be considered in data 
reduction. Fathometer frequencies used in measuring 
bottom depths should be between 15 and 210 KHz 
(wavelengths between 65 and 6 mm). Short 
wavelengths are most useful for measuring soft, 
muddy bottoms, whJJe long wavelengths are used with 
a herd, firm botiom (Ambrose 1963). 

For certain estuaries, such as many of those along the 
Gulf of Mexico, the affects of tidal marshes can dramati- 
cally effect estuarfne circulation and water qualfty. 
These are generally some of the more difficult systems 
to model. An Jnltbf decision may be whether to 
measure flows and qualky and provide informatlon to 
the model as boundary conditions or to attempt to 
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model them. Where modeling is required then the 
corresponding bathymetry data must be cdlected. 

4.52 TmspQrt 
Ehher description or prediction of transport is essential 
to ail waste load allocation srudJes. All mechanislic 
waste load allocation models are based on mass 
balance principles, and both concentrations and Rows 
are required to compute mass rates of change. For 
example, a loading to the system is expressed in unJts 
of mass/time, not concentration. Essential physical 
data required for prediction or description of transport 
are listed in Table 4-l. 

The type of data used to quantify transport depends 
upon the model application and the characteristics of 
the system (Le. well mtxed, parthlly mbted or highly 
stratified estuary). Estuarine geometry, river flow and 
IJdaJ range, and salinity distribution (internal, innow 
and boundary concentratJons representattve of condi- 
tJons being analyzed) may be sufficient for applications 
InvoMng fraction of freshwater, modified tidal prism 
methods. or Pritchard’s methods (as described in Mills 
et al. lQ65). Models such as QUAL2E (Brown and 
Barnwell 1987) can also be applied to estuaries using 
this data where vertical resdution Is not a concern, 
using net flows and a tidal dispersion coefficient. 

For compfex estuaries, time varying flows, depths, and 
cross sections wJJf make estimation of ROWS and dis- 
persion from field data difficult. Then the flows have IO 
be measured, estJmated from dye studies, estimated 
by trial and error methods, or obtained from 
hydrodynamic studies. However these parameters are 
determined they must adequately reflect the flushing 
characteristics of the system. Data requirements for 
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flow measurement and hydrodynamic modeling are 
discussed below. 

4.5.2.1. Flow Measurement 

Flow measurements can ba u~ad directly In waSte load 
allocation models or be used to aid in the calibration 
and validation d hydrodynamic models, as discussad 
bebv. Tidal current is determined by pbcing a net- 
work of current meters at adected stations and deptha 
throughout the estuary and maasuring velockies ~vec 
time. A tidal vehchy cuwe can then be constructed. 
The data measured at different points can be integrated 
over space (i.e. laterally or vertically) and/or time 
depending on the needs of the water quality model. 
Data from the flow measurements should be evaluated 
when Incorporated into mode(st0 insure that contlnulty 
is maintained and that constituents are properly 
transported. 

Freshwater idtow measurements are often available 
for major tributaries from USGS records or from state 
agencies. Daily records are normally available and 
hourly or 15 minute records can oflen be obtained. The 
frequency at which data are required must be assessed 
in the context of how rapidly itows are changing. 
Generally. hourfy and oflen daDy data are sufficient. 
flows must be estknated for ungauged tributaries, and 
where the Muence of ungauged tributaries k apprecl- 
able. a flow monitorlng program lnltiated. 
Groundwater Mows or tlows from direct runoff may be 
estimated from flow wuges available in the ffuvial 
portIon of most large drainage basins. Inflows from 
point source dischargers, including munidpal and In- 
dust&f sources and combined sewer overflows are 
essential input to any model. 

4.5.2.2. Dye Studita 

Dye and time of travel studies are often one of the better 
sources of data for estimating dispersion coeWcients. 
computing transport or for calibmtion and confirmation 
data for hydrodynamic models. Dye studies can be 
conducted wkh injections toward the mouth of the 
estuary or in areas where there Is the greatest uncer- 
tainty in model predictions. For example, dye studies 
can be used to estimate mfxing In the freshwater par- 
tion of a tidal rtver where no salinhy gradients occuf. 

The type of dye study conducted varies with the study 
objecttves. Studies may invofve continuous 01 slug 
releases of the tracer dye. Continuous dixharges are 
particularfy useful in estimating steady-state dilution 
levds while slug studies are often useful for estimating 
dispersion coew~ients or for calibrating and testing 
hydrodynamic models. 

Continuous tracer studies generally release dye over 
one 01 more tidal cydes or discharge periods, which Is 
then modtored within the estuary at selected locations 
over a series of tidal cycles. Monitoring of conttnuous 
dye relaasas may be continuous or concentrate on 
intlial dllutbn and euccesstve slack tides to obtain 
wastewater dilution levels for it-Ma1 dilutlon, high and 
low slack tides or tidafIy averaged conditions. The 
SuperposItion principal developed by the U.S. Gedogl- 
cal Survey (Yotsakum and Kitpatric 1973) can be used 
to develop wastewater dilutions. 

A slug of dye may be Injected into the system and then 
the dye cloud is tracked over several tidal cycles. The 
spread of the dye and/of attenuation of the dye peak 
will aid in estimation dispersion coeWicients, and the 
movement of the dye centroid will give an estimate ol 
net Rows. The computations usually involve solving 
the transport equation in some form where the known 
quantities are geometry and time varying dye con- 
centrations and the unknowns are advection and dis- 
persion. Dhchishin (1963) provides guidance on 
estimating longitudinal, lateral and vertical dispersion 
coefficients from dye studies. Fischer (1968) 
described methods for predicting dispersion In ap- 
plications to the lower Green and Duwamish Rivers, 
estuaries of Puget Sound. Carter and Okubo (1972) 
described a technique to estimate a longftudinal dis- 
persion coefficient from peak dye concentrations and 
describe the slug release method used in Chesapeake 
Bay. Thomann and Meuller (1987) provided an ex- 
ample of computing tidal dispersion coeffictents from 
a dug release of dye Into the Wicomlco River, an 
estuary of Chesapeake Bay. Some caution should be 
exercised in that dyes injected at a point will have 
different travel times from those mixed over the 
modeled dimensions. For example, for a onedimen- 
sional (longttudinal) model It may be preferable to 
distribute the dye as a vertically mixed band across the 
estuary. 

A variety of dye types have been used in the past, and 
a comparison of tracer dyes was provided by Wilson 
(1968) as well as an overview oi fluorometric principals. 
The most common dye presently In use is Rhodamine 
WT. The U.S. Gedogical Survey (Hubbard et al. 1982) 
provides Information on planning dye studies which 
has applicability to estuaries. Generally boat mounted 
continuous flow fl uorometers can be best used to 
locate and track a dye cloud or to obtain dye con- 
centrations at discrete stations. Some consideration 
should be @en to the toxicity of the dye as well as t0 
ks degradation by chlorine In Studies of treatment 
facilities or Its absorption onto particulates and macro- 
phytes. Rhodamine WT is also slightly more dense 
than water and may require adjustment to obtain 
neutral buoyancy. The background florescence 

46 



should be determined to aid in determining quantities 
of dye to be released and subtracted from field meas- 
urements. Care should also be exercised to schedule 
dye studies to avoid non-representative meteororogi- 
cal conditions. Some of the considerations for plan- 
ning and conducting dye studies in estuaries were 
discussed by Story et al. (1974). 

4.5.2.3. Hydrodynamic Models 

Hydrodynamic models may be used to generate flow 
fields for waste load allocation models. Major proces- 
ses impacting transport In estuaries incorporatti in 
hydrodynamic models Include river flow, lidal action, 
fresh and salt water mhfng, salinity gradients ind 
stratification, wind stress, coriotis force, chzrrnel 
geometry and bottom friction. Data required to drive 
the hydrodynamic models indudes initial and bound- 
ary conditions as well as calibration and valida:ion 
data. 

Generally, unknowns solved for In hydrodynamic 
models include velocities and water surface elevations. 
However, most hydrodynamic models applicable to 
estuaries include forces due to changes in density and, 
as such, Include transport of salintty and possibly 
temperature to be coupled with the hydrodynamic 
equations at the Intra-tidal time scale. The accurate 
prediction of water surlace elevations or velocities is 
not sufficient to test the model application for waste 
load allocation purposes, but the models must also 
accurately transport materials as well. Therefore, data 
requirements as discussed below will include con- 
stttuents such as salinity, temperature, and other 
tracers which can be used to evaluate hydrodynamic 
predictions. An lntensfve data sampling program 
which includes concurrent water surface elevation, 
velocity and dye/dispersion studies or salinlty profiles 
provides the best assessment of the hydrodynamic 
model application. 

A Initial conditions 
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Ink&f conditions are generally not required for ftows ln 
hydrodynamic models. Generafly, velocfty fiefds are 
set up within relatively few model time steps. Initial 
conditlons are required for materials such as tracers, 
salintty or temperature used to validate transport 
predictions. An exception is where the inhbl condi- 
tions are rapidty ftushed, or the ftushing period Is shorl 
in comparison to the slmutation period. For raptd 
ffushing it Is often reasonable to run the model to a 
steady-state using the initial boundary conditions and 
use the resufts of steady-state simulations as the initial 
condklons for subsequent simulations. Where initial 
condttions are required, data wit1 generally not be aval- 
aMe for all model segments, due to the fine spatial 

resolution required in hydrodynamic models. Where 
data are not avatlable it may be possible to estimate 
missing data by interpolation. 

8. Boundary conditions 

Hydrodynamic boundary conditions consist of R ows or 
heads. Head refers to the elevation of the water surface 
above some datum. Generally, ftow Information is 
provided for tributary and point sources and water 
surface elevations provided for the open (ocean) 
boundary(ies). Salintty. and often temperature, condl- 
tions may be required at the boundaries in order to 
estimate densfty effects on circulation (baroclinic ef- 
fects). 

Water surface elevation Information is often available 
for major estuaries from tide gauge records such as 
the Coast and Geodetic Survey Tie Tabtes published 
annually by NOAA. These records may be processed 
into tidal constituents. Records are often available for 
time periods of 15 minutes which is usually sufficient 
for model application. These tide tabfes do not include 
the day-today variations In sea fever caused by chan- 
ges in winds or barometric conditions, nor do they 
account for unusual changes in freshwater conditions. 
AtI of these conditions will cause the tide to be higher 
or lower than predicted in the tables. The data can 
however be used to determine if the data collected In 
the sampling period is ‘typical (Brown and Ecker 
1978). Where possible, water surface elevation 
gauges should be placed at the model boundaries as 
part of the monitoring program. 

Meteorofogical data, including precipitation, wind 
speed and direction are required to compute surface 
shear, vertical mixing and pressure gradients. 
Meteordogicat data are often available for nearby Na- 
tional Weather Service stations from the National 
Climatic Center in Asheville, Nonh Cardina. However, 
the class of the stations should be identified to deler- 
mine ifall the required data are available. If the estuary 
is large or nearby stations are unavailable then either 
the use of several stations or field monitoring of 
meteorological conditions may be required. If 
temperature is to be simulated, as part of the 
hydrodynamic model evaluation or for water quality 
modeling purposes, then data on air temperature, 
cloud cover, humidtty and precipbation must be avan- 
able. Evaporation data should also be evaluated. 
Sdar radiation and the effects of coriok forces can be 
computed from the location of the estuary and time of 
the year. 

Boundary data are required for water qWltty con- 
stltuents used to calibrate and validate transport 
predictions, such as satinky and temperature. The 



frequency of data collectbn for tributaries and point 
sources was discussed previously (bee section 4.3). 
The sampling slations for Vibularles should generally 
be above the fan line, or region d tidai inftw. The 
open, or ocean boundary, is generalfy spedfired 18 
either constant or time-varying cwdbbns which am 
not impacted by ln!emc!bns with the estuary. In some 
cases this may require that the modal and Is boundary 
be extended In!0 tha Oman lo a pdnt wtlare thk 
assumption is valid or to where data am avaibble. The 
station(s) used for open boundaty shodd be deter- 
mined wllh careful considemGon d 1ha modal applica- 
tion 

C. Calibrarion and validetion data 

Calibration andvalidatbn d hydtodynamk predktions 
can consist of comparison of modei predictions to 
measured velocities or water surface elevations. 
Measurements of water surface elevations and current 
velochies at critical sampling locations should be in- 
cluded as pafl of the monltting effort. The pbcement 
of the current meters should be based, at least in part, 
by the model application. For example, a single con- 
tinuous monkor placed at the edge da channel would 
provide ltftle usable infofmntbn for a bterally averaged 
model. where latemlly averaged velockies at a gken 
depth are required for comparison. 

As stated previously, the accumte predictions of watw 
surface elevations and vebcfties are no! sulfiiient for 
testing the application da hydrodynamk model where 
those vdoct!ies will be used to determine constituent 
transport. Addttionai testing must be conducted to 
determIne ll the transpon is reasonable and II known 
water quality gradients can be maintained. For ex- 
ample, the effects d an overestimation d verlical 
veloctties. which are often loo small to be accurateiy 
measured Inthef~,mayonlybecomea~rentwhen 
the transport model is unable to maintain known verti- 
cal profiles. 

The calibration d the hydrodynamic model may re- 
quire an ltetattve eflort In conjunction wtth the applica- 
tion of the water quality models for the constkuents d 
interest (i.e. dissolved oxygen). However, initial 
calibration is usually conducted against materbls such 
as conservative tracers, salinity, or temperature. 
Salinhy, temperature and suspended solids concentra- 
tlons wilt Impact density which wilt in turn affect com- 
puted vebclty distributions. The transport of at bast 
salinlty, and possibly lempemture and suspended 
solids, should generally be directly linked to 
hydrodynamic predktkms for estuarbs (i.e. their ef- 
fects are considered ln dens&y terms). 

4.5.3.l4&3foualffy 
The water quality data required, beyond that needed 
to quantify transport as described nbove, will vary 
depending on how the vatbbles Wn be used and their 
l ntkipatad hpacts on 1he wado load allocatbn 
analysk In add&ion, 1he water quality data required 
will vary depending on the anticipated response time 
of the system to changes h the value of the varbble. 
For example, processes that vary over long time 
scales, In rdatbn to 1he perkxf of modeling, are often 
assumed to have a constant tied over the period of 
sfmulation @mated as moth order processes). Sedi- 
menl oxygen demand and sediment release rates are 
oflen treated in this way. 

Data requlremerds wlil vary If the waste load albcatkm 
is Intended for dksolved oxygen, eutrophkatbn or 
toxin. Varbbles crtlical for an analysis of toxictty. such 
as pH for ammonia and metals, may not be required ll 
the parameter of interest k DO. If the waste load is not 
expected io impact particular varbbles, such as pH, 
then il may be sufficient to use avaiabte data to deter- 
mine their effects. If however, data are not available for 
conditions d interest, or H the varbble is expected lo 
change, ebher directly or indirectly, in response to the 
loading, then modeling may be required as well as 
colbction d addlfional supportlng data 

Table 4-2 provides rn overview d some commonly 
measured water quality varbbles, their problem con- 
texts. and an indication d the processes they impact 
Some varbbles, such as dissolved oxygen (DO) are 
suggested for all studies. DO cbn provide general 
information about the estuaries capacity lo assimilate 
polluting materials and supporl aquatic life (Mac- 
Donald and Weisman lQ77). The specffic type of data 
for a particular application will vary depending on the 
factors listed in section 4.1. Concentrations for all 
pertinent water quality variables should be provided at 
the model boundaries, providing the drtving forces for 
model predictions, as well as at staWw within the 
model system to provide a bask for estimating model 
parameters and evaluating model predkztiis. 

Measurements d processes impacting water qualfty 
may be required in addition to concentmtion measura- 
merits. For example. strongly sorbed contaminants 
are strongly affected by sadimenl interactions, includ- 
ing resuspension, settling, and sedimentation. Some 
independent measurement ofthese processes may be 
required to reduce model uncertainty. Modeled 
processes for a variety of water quality constlhMs 
and 1ha data requfrements for those process desc+- 
tions are provided by Ambrose et al. (1988a.b). 
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4.6. QuaMy Jbswanoe the scope ol thk report. AddMonai information k 

A rigorous, well documented, quality assurance (CIA) 
pKdded In: 

plan shouid be an integral part of any waste load 
allocation program. The QA plan should Include 

l Guiddlnes and Specifications for Preparing 

descriptions of sampling colbctlon, preservation, han- 
Owl&y Assurance Project Pfans. USEPA Office 

dtlng, anafysk, analyti& detection Ilmlts, and data 
al Research and Development, Municipal En- 

mnnagement. The Implemented plan should provide 
vlronmental Research l&oratory. 1980. 

a wdi documented record of all stages d the project, l Standard Methods for the Examination of Water 
extending from sampling and transferring custody of and Wastewater, 15th Edition. American Publk 
samples, to modeling. The development d the plan Health Assocbtion 1980. 
should be compfeted p&r to the in&tbn of any 
monloring actlvllba and a quallty assumnce coor- l Methods for the Chemkai Analysis of Water and 
dinator a&gned to Implement and coordinate QA 
acthrtties. There are a variety oi documents which 
describe procedures for quality assurance, and a com- 
plete description of a quality assumnce plan is beyond 

Wastes. EPA~/4-79XQO. USEPA Environ- 
menial support Labatory. 1979. 
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l Handbook for Analytical Oualfty Control h 
Water and Wastewater L&orator& EPA- 
m/4-79419. USEPA Environmental Support 
l&oratory. 1979. 

Discussion k provided below of some suggested efe- 
ments of a QA plan. 

AJI stations for data cdlectbn should be wetI described 
and documented in order to Insure that they are rees- 
tablished during subsequent sampling periods. Sta- 
Cons can be established using an easily determined 
distance from some permanent structure or bndmark. 
However, care should be exercised to insure that the 
stations are not located near some structure which 
would make them unrepresentathre. For example, 
velocity measurements should not be made immedi- 
ately downstream of a bridge or piling no matter how 
convenient k may be. StaOorts can be relocated using 
electronic positioning equipment such as range instru- 
ments, radar or Loran if they are sufficiently accurate 
to allow relocation whhin an acceptable distance. 
Methods shouM be established for mainlaining posf- 
tlons at stations during sampling. Records of arrhral 
and departure times for each ske as well as surface 
observations should be made during each sampling 
period. 

instruments for electronic in situ determination of water 
quathy parameters should be calibrated at least before 
and after each sampling trip. For example, samples 
should be collected for salinity to verify field measure- 
ments and samples fixed in the field for dissdved 
oxygen to verify dissdved oxygen probes. 

All field collection equipment should be listed and 
prepared before each sampling trip, insuring that all 
collection containers are clean and proper log forms 
and labeling equipment available. Different containers 
should be available for metals, nutrients, organics, 
dissofved oxygen, etc. due to their cleaning and preser- 
vation requirements. The QA plan should contain a 
detalled description of techniques for samples requir- 
ing special handling, such as toxics and anaerobic 
samples. 

An established sequence of cotlection should be 
developed and maintained throughout the monhoring 
effort, insuring that new personnel are trained In the 
proper met hods and sequence of data collection. All 
ampfes should be fogged and sample log sheets 
should include station location, time, depth, results of 
in situ sampling, and container numbers for each type 
of sample. Datum should always be clearly specified 
(e.g. time of day standard, datum for water surface 
elevations). 

AJl samples should be preserved on board, where the 
preservation lechnique will vary with the type of 
analysis required, but may involve icing, acidification, 
organic extraction, etc. The preservation techniques 
should be documented prior to implementation of the 
monitoring study. For some samples that do not 
preserve welt It may be necessary to ehher conduct 
analyses on board or quickly transfer them 10 nearby 
on-shore fadlities. 

Addit- samptes should be cdlected to determine 
samplingvariabilityand individual samples may be spftt 
prior to anefysls to determine analytical variability. The 
number of replicate sampfes should be established as 
pan of the planning for the monftoring effort. Field 
samples may also be spiked with a known amount of 
a standard prior to analysis. The Menthy of the spiked, 
split and duplicate samples should be kept on separate 
logs and the analyst should not be aware of their 
identIty. 

The sampfes should be transferred from the field to the 
laboratory in a timely manner. The field logs should be 
recorded and a laboratory log kept of the samples and 
their arrtvaf. Custody sheets may be kept to further 
document the transferral of samples. 

4.62. &iaAna@is andRelease 
Samples should be transferred from the field to 
laboratory personnel, and the laboratory personnel 
should log samples into the laboratory, noting the time 
and date received, sample identities and other per- 
tinent information from the field logs. The samples 
should be checked for proper preservation and trans- 
ferred to proper storage facilities prior to analysis. The 
laboratory CA plan should include timelines indicating 
time limits ior the analysis, descriptions of the analyti- 
cal tests, sample preparation or extraction methods, 
detection limhs, and methods for evaluating the qudtty 
of the analytical results. Methods should be included 
to describe handling of samples where their chemical 
matrix may cause analytical problems, such as loxichy 
for BDD samples, matrix problems for metals, or oils in 
organic analyses. Methods should be outlined describ- 
ing archiving techniques for samples and analytical 
data. 

An analytical log should be maintained for each type d 
analysis, providing information on the sample identtty, 
analyst, date and time of analysis, and where ap- 
@icable, information on standard curves, blanks or 
basdine information, peak heights or meter readings, 
dilutions or concentrating methods, and COWtied 
concentrations. Observations should be included on 
any noted interferences or conditions which could 
effect the analysis. Strip chart or electronicatfy 
produced tnformation on the analysis should be ar- 
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chlved. Generally, the resufts of each analysis should 
be recorded on prepared forms for each sampfe con- 
taining information on the results of alf analysis per- 
farmed. 

After completion of the analysis, the analytfcal results 
should be reviewed by the laboratory’s qualtty as- 
surance team to determine if the analytical results are 
acceptable. Methods should be established p&r to 
implementation of the monitorfng plan to check and 
identify the quality of the analytlcal resufts, fnsure the 
correct transferal of informatbn and describe fofbw up 
procedures and corrective actions. The results shoti 
include indications of the analytical variabilfty, as Indl- 
cased by analysis of spth samples, recovery of spikes, 
perfodic laboratory audits and other methods. 
Wherever possible. questionable samples should be 
rerun. In some cases additional analysis may be in- 
cluded beyond the requirements of the modeling ac- 
tlvities to Insure the quafhy of the analytical results, 
such as to perform a dissolved solids or anion-c&on 
balances where applicable. 

Anafytkaf resufts have little utflfty In mass balance 
calculatbns If those results are betow, or clustered 
near, analyticaf detection limhs. However. methods 
are avaflabfe to estimafe values where the statktkal 
distribution of the samples are known or assumed. A 
method suggested by Thomann (R.V., pen. comm.) to 
analyze data including nondetects k to pot the data 
on log normal probabitfty paper wtth a ranking of the 
data that includes those values below the detection 
limit (Figure 4-l). If the data are fog normalfy dls- 
tributed, the median and log standard deviatbn can be 
estimated from the pfots and can then be used to 
estimate the mean usfng standard statistical transfm- 
matlons. This allows the estimation d stall&s for 
data wtth values below the analyticaf detectloll fimlt 
Where data are not sufficient to estimate statistlca, 

based on assumptions regarding the statistical dls- 
trfbutbn of samples, k may be necessary to expfore 
afternathre analytical methods. Where more than ona 
technique is used for a partktiar analysis care should 
be exercfsed lo insure each sample k identtfied as to 
the type of analysis pedormed and Its associated 
analytical variability. 

The laboratory supervisors should maintain trackh 
records indicating the samples received. source, time 
of colkction and their stage in the analytical process. 
This tracking record can be used to insure that samples 
are analyzed whhln preset time frames, aid in sattlng 
priorities, and inform data users of the status of the 
information they require. A common conflfct occurs 
between laboratories wantfng to prevent release d 
informatlon untlt all posslbfe checks are completed for 
all sampfes cdlected and data users who want any data 
they can obtain as qulckty as possible. If preliminary 
or partial results are released, they should be properly 
identified fndicating thek status andupdatedwhennew 
Information becomes available. 

4.6.3. Data Mhnagmed 

OA plans should also extend lo data management, 
insuring that data storage and retrieval mechanknts 
are established and that lnformalion on the identky and 
quality of the analytical results Is maintained for each 
record. Care should be exercised to insure that the 
identhy of the sample is preserved. Data should include 
time and location of cdlection, value, units, variabitlty 
and information on signifiint figures and rounding 
procedures, and status as perhaps indicated by 
analytical codes. Checks should be eslablished to 
insure tha! all data are recorded and that accurate 
transfer of informatlon occurs between different media 
(such as between laboratory forms and data bases). 

Modeling actlvltles should b8 performed In a stepwfse 
manner with testlng at afl stages ln the appfiitlon to 
insure that predictions are accurate and reasonable. 
The degree of model testing will be determined to some 
degree by the model’s compfextty and its prevlous 
hktory oftesting and applications. However, a healthy 
skepticism is often the best method oi avoiding errors 
and improper appficatlons. All assumptions should be 
dearly stated and supporred for independent review. 

The QA for modeling acthdtles should include, but not 
be limbed to valkfatbn against Independent data sets 
to insure that concentralions are accumldy predicted. 
The OA activtties should include cafculatbns to insure 
that mass IS properfy conserved, numerical stabW k 
maintalned, and that model parameters are wffa 
reasonable ranges as reported in the titeratur8. 
Analyses should be conducted d the confidence as- 
sociated with the predicted resufts. 
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Wherever available, model testing should not be limited 
to comparisons with concentrations but model com- 
ponents should be compared to available data to in- 
sure that they are reasonable. For example, 
producttvfty data for a syslem could be computed for 
eutrophication models and compared to field data. A 
component, or mass balance, analysis will also provide 
information on the dominant factors affecting predic- 
tions (SW Thomann and Meutter 1987). 

A model application should be most accurate in es- 
timating conditions that occur between those 
measured for calibration and validation, analogous to 
interpolation. However, model applications often re- 
quire projection or extrapotation to condttions outside 
of the range of available data, such as to “pristine” 
conditions or to determine recovery times after a par- 
ticular source has been eliminated. The variability as- 
sociated wtth the projections can be determined to 
some degree by evaluation of the historical variabiltty 
in forcing functions. However, testing of the model 
assumptions can often be determined only through 
comparisons with similar previous applications or with 
data collected after implementation of strategies based 
on those model projections. Wherever possible, such 
post-audh studies should be considered as part of the 
monitoring and modeling plans. The QA plan for 
modefing should also Include methods to insure that, 
at a minimum, the input data used to drive the model 
in final calibration and validation simulations and 
copies of the computer codes and their users manuals 
used for prediction and manipulation are archked for 
later use. The archtved riles should contain a descrtp 
tion of all of the files necessary to do the analysis and 
sufficienl informatlon to allow duplication of the 
reported results. 
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5.1. Introduction And Terminology 
This section describes procedures for selecting model 
parameters and coefficients that result in a calibrated 
model of the estuary of interest. Also described are 
procedures necessary to ensure that the calibrated 
model is validated for an appropriate range of condi- 
tions. Third, model testing procedures needed to 
calibrate and validate models are reviewed and as- 
sessed. Finally, guidance on how the calibrated model 
can be utilized in a waste load allocation to describe 
existing conditions and project the effects of reducing 
or Increasing loads into the estuary, is provided. 

Section 5.2 reviews a general procedure for calibrating 
models of the dissolved oxygen balance, of the 
nutrients that cause eutrophication problems, and of 
toxic chemicals and sediment. A comprehensive list- 
ing in a series of Supplements assists in defining the 
set of potential model coefficients and parameters that 
may be required to calibrate a model for waste load 
allocation. The Supplements are provided for each of 
the important coefficients and give specific guidance 
on how these parameters can be selected. 

Section 5.3 briefly describes the validation procedure 
that is intended to estimate the uncertainty of the 
calibrated model and help establish that the model 
formulation chosen is at least useful over the limited 
range of conditions defined by the calibration and 
validation date sets. Section 5.4 reviews important 
statistical methods for testing the calibrated model. 
These methods are useful to aid in the various calibra- 
tion phases and In the validation phase to measure how 
well model predictions and measurements of water 
quality agree. 

Section 5.5 provides limited guidance on the utilization 
of a calibrated model for waste load allocation. 
Methods to determine causes of existing conditions 

and to project effects of changes in waste loads are 
discussed. Presently, methods to modify model coef- 
ficients such as sediment oxygen demand rates and 
deoxygenation rate coefficients are not well 
developed. 

Model calibration is necessary because of the semi- 
empirical nature of present day (1989) water quality 
models. Although the waste load allocation models 
used in estuary studies are formulated from the mass 
balance and, in many cases, from conservation of 
momentum principles, most of the kinetic descriptions 
in the models that describe the change in water quality 
are empirically derived. These empirical derivations 
contain a number of coefficients and parameters that 
are usually determined by calibration using data col- 
lected in the estuary of interest. Occasionally, all im- 
portant coefficients can be measured or estimated. In 
this case, the calibration procedure simplifies to a 
validation to confirm that the measurements of the 
inflows, the seaward conditions, and the conditions in 
the estuary are consistent according to the model 
formulation chosen to represent the water quality 
relationships. More often than not, it is not possible to 
directly measure all the necessary coefficients and 
parameters. 

In general, coefficients must be chosen by what is in 
essence a trial and error procedure to calibrate a 
model. There is guidance on the appropriate range for 
coefficients but because each estuary is unique, there 
is always a chance that coefficients will be different 
from any other observed condition and fall outside the 
range. Because unique coefficients outside the normal 
ranges can also result if inappropriate model formula- 
tions are used, it becomes necessary to adopt, as 
much as possible, well accepted model formulations 
and to use standardized methods of testing the ade- 
quacy of calibration and validation. Also very impor- 
tant is the experience required to be able to determine 
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when model formulations are not quite adequate. In 
this regard, it remains difficult to say how much ex- 
perience is enough but this should not prevent the 
inexperienced from attempting this type of analysis. 
Many studies are straightforward enough so that ex- 
tensive experience is not always mandatory. 

If one accepts that calibration is basically a trial and 
error procedure, it can be quickly recognized that the 
methods involved should be as efficient as possible. 
To achieve some efficiency, there are two similar prin- 
ciples that should be applied. These are: 

1. The universal caveat that the simplest model 
formulation should be used to solve the problem at 
hand, and 

2. Principle of Parsimony. 

The first caveat probably originated soon after the wide 
spread use of water quality models began in the 1960s 
(Schnelle et al. 1975). The use of simpler models 
remains a useful goal, but it should not be pursued 
zealously. For example, it should be kept in mind that 
the complete solution of the modeling problem may 
involve simulation and prediction of effects on con- 
stituents that are unimportant during the calibration 
phase. The benthic flux of nutrients may become more 
important when point sources are cleaned up and may 
need to be included in any long term projection. Also, 
modelers should use codes with which they have the 
most experience and confidence in, as long as this 
does not complicate the analysis or avoid including 
important elements of the water quality processes. 
Finally, NCASI (1982) demonstrates that for stream 
water quality modeling, that overly simplistic models 
can be calibrated (due to the flexibility built Into general 
purpose models) and unless rigorous validation proce- 
dures are followed, the errors involved will not be 
obvious. Since some estuarine conditions are quite 
similar to riverine conditions, these conclusions are 
also valid for estuarine modeling. Therefore, 
reasonably simple models should be used, but the 
effects of the approximations involved must be Inves- 
tigated. 

The Principle of Parsimony (terminology suggested by 
Robert V. Thomann in review) is similar to the caveat 
that the simplest model should be employed but Is 
more comprehensive in concept. Also included is the 
idea that model coefficients and parameters should be 
spatially and temporally uniform unless there is specific 
data or information demonstrating that the coefficients 
change. For example, it is very poor practice to vary 
coefficients from one model segment to the next unless 
there are well defined changes in the physical, chemi- 
cal, or biological characteristics. When parameters are 
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allowed to vary from one segment to the next to cause 
an exact match between predictions and measure- 
ments, the selected coefficients are contaminated with 
an accumulation of measurement errors from the field 
data and approximation error for the model formula- 
tions chosen. This assumes that water quality model 
equations are exact descriptions of the physical, 
chemical, and biological processes. This is never true 
for the currently available models (1989). Typically, this 
contamination causes rapid variation of coefficients 
from segment to segment when few data are available 
and the data are error prone. Values occasionally fall 
outside normal or typical ranges. In essence, this poor 
practice avoids the necessary use of engineering or 
scientific judgement in evaluating the limitations of the 
model chosen and in evaluating uncertainty in field 
data. It reduces the procedure to a grossly empirical 
curve fitting exercise. Since statistical curve fitting 
analysis has not been employed for the analysts of 
most water quality parameters of interest for several 
decades, this indicates that the model user is not 
sufficiently experienced in most cases to perform a 
waste load allocation. 

The calibration procedure also involves investigation 
of the measurements that define the boundary condi- 
tions. In many cases, it is never clear that all loads can 
be adequately measured until the model is calibrated. 
Strictly speaking, it is not correct to use a calibration 
procedure to investigate measurements of loads and 
to define kinetic rates, parameters, and formulations. 
In general, this is a poor way to confirm that load 
measurements are adequate and when some loads are 
missed or over estimated, the optimum coefficientsare 
error prone. When significant calibration errors occur, 
the calibrated model has very little predictive validity 
(i.e., the predictions are expected to be inaccurate) and 
the description of causes of water quality problems can 
be misleading. 

In practice, however, there are no alternatives except 
to collect selected concentration data that can be used 
to indicate if loads are adequately measured. Other 
measurements of water quality concentration can be 
oriented to providing optimum calibration data to aid 
In the selection of accurate parameters. This practice 
requires some artful selection of parameters to be 
measured and of measurement locations and frequen- 
cy. For example, dissolved solids and other conserva- 
tive constituents should be simulated, especially those 
natural tracers occurring In point and non-point sour- 
ces. Where undocumented sources are suspected. 
curtains of stations or upstream and downstream sta- 
tions can be used to perform localized mass balances 
in portions of the estuary to Indicate if any loads are not 
measured. (Here we use upstream and downstream 



lo imply a localized mass balance in the riverine sec- 
tions of the estuary.) 

Other types of concentration measurements can be 
performed to better calibrate water quality kinetics. 
These measurements should be focused in areas some 
distance from suspected loads but where large water 
quality gradients are suspected. Thls may involve 
measurements away from shorelines and areas with 
contaminated sediments. 

Unfortunately, these selective types of measurements 
can not be made in all cases and the calibration can be 
error prone. However, W proper validation procedures 
are fdlowed, It should be possibJe to detect unreliable 
results In most cases. Nevertheless, a paucity of post- 
audit studies makes it Impossible to ensure that unreli- 
abfe or error prone results will be detected in all cases. 

In addition to the selective concentration measure- 
ments to aid calibration, there are calibration proce- 
dures designed to aid in lnvestlgating loading data and 
avoid calibralion errors. These procedures generally 
follow a phased approach that is described in the 
section on calibration procedures. 

Finally, embarrassing errors can occur in the formula- 
tion of model data sets. To avoid these calibration 
errors, there are two methods that should be 
employed. First, conservation of mass should always 
be checked. Thk is done by simulating a conservative 
constituent such as dissdved sdids or by using a 
hypothetical unit loading of 1, 10, or 100 concentration 
unls to be sure that dilution, transpofl, and mixing are 
properly quantified. Second, the calibration should be 
compared to any analytical or simpler sdutlon avail- 
able. Section 6 provides some simple formulations 
that may be useful and Thomann and Mueller (1987) 
provide a wealth of additional information. When 
simple calculations are not possible, selective hand 
calculations using the more elaborate equations in 
critlcal areas are recommended to be sure that the 
modeler understands the data sets that have been 
formulated. A sensMty analysis to lndkate critical 
locations and important processes that should be 
checked, Is suggested. 

Calibration alone k not adequate to determine the 
predictive capability of a model for a partktdar estuary. 
To map out the range of conditions over which the 
model can be used to determine cause and effect 
relationships. one or more additIonal independent sets 
of data are required to determine whether the model is 
predict&y valid. This testing exercise, which also Is 
referred to as confirmation testing (Reckhow and 
Chapfa 1983), defines the Ii& of usefulness of the 
calibrated model. Without validation testing, the 

catibrated model remains a description of the condi- 
tions defined by the calibration data set. The uncer- 
tainty of any projection or extrapdation of a calibrated 
model would be unknown unless this Is estimated 
during the validation procedure. 

In addition, the final validation is limited to the range of 
conditions defined by the calibration and validation 
data sets. The uncertainty of any projectlon or ex- 
trapolation outsMe this range also remains unknown. 
The validation of a calibrated model. therefore, should 
not be taken to infer that the model is predictively valid 
over the full range of conditions that can occur In an 
estuary. For example, a model validated over the 
range of typical tides and low freshwater inftow may not 
describe conditions that occur when large Inflows and 
atypical tides occur. This is especially true when 
processes such as sediment transport and benthic 
exchange occur during atypical events but not during 
the normal, river flow and tidal events typically used to 
calibrate and validate the model. 

To stress the limited nature of a calibrated model, 
validarion testing is used here in place of the frequently 
used termindogy “model verification.’ Strictly speak- 
ing, verification implies a comparkon between model 
predictions and the true state of an estuary. Because 
the true state can only be measured and thus known 
only approximately, validation is a better description of 
what Is actually done. Furthermore, many diverse 
modeling fields seem lo refer to the procedure of 
initially testing a computer model on different computer 
systems using a benchmark set of input data as 
verification. In this IalIer case, the term verification is 
more appropriate because model simulations on a 
different computer are being compared with an exact 
benchmark condition derived by the developer on his 
original computer. For engineering purposes, these 
calculations are “precise enough’ to serve as exact 
definitions. 

In the past, the adequacy of model calibration and 
validation generally has been evaluated by visually 
comparing model predictions and measured data. 
There are statistical criteria, as well, that should be used 
In testing the adequacy of a calibration or validation. 
These will be critically reviewed in the final pan of this 
section. 

Figures 5.1 and 5.2 describe, in general terms, the 
calibration and validation procedure. As noted in the 
introductory section of thls manual, waste bad alloci+ 
tion modeling is an iterative process of cdlecting data, 
calibrating a model, collecting additlonal data, and 
attempting to validate the model. In some ctiblly 
important estuaries, such as Chesapeake Bay. the 
Delaware Estuary, New York Harbor, and San Franck- 

5-3 



co Bay, h k necessary to continuafly update assess- 
ments and waste load allocation studies. It k possible, 
hOWeV8r. to adequately validate a model and set 
reasonable waste loads in a short period of study (Le., 

6 to 12 months) for most smaller estuaries or for smaller 
sectbns of larger estuaries. 

& Blustmted In Figure 5.3, sets of data are cdltied to 
defke the loads and ftows entering and leaving an 
estuary and to chamcterlze the receiving water quality 
for comprison to condttlons simulated by the waste 
load albcatbn model. The appropriate data cobction 
procedures, which are equally important to developing 
a well calibrated model, are described in Section 4.0. 
The hfbws, outhws. and loads enterfng and leaving 
the estuary are used to specify the model boundary 
condltbns. These inputs to the model, along with 
speded model coeffkknts, contrd the Jmulation d 
receiving water quality. Calibration of the model lnvd- 
ves a complson of the measured and simulated 
receiving water quality conditions. Model coefficients 
are modified by trial and error until the measurements 
and simulations agree reasonably well (e.g., see Mc- 
Cut&eon 1989. Thomann and Mueller 1987). Ideally, 
agreement should be evaluated in terms of 



prespecified criteria. Very little guidance is available, 
however, to make thls fully feasible. 

Occasionally, the trial and error procedure reduces to 
one trial of a coeffrlent either estimated by empirical 
formufatlons or measured. Typically this occurs when 
model results are not sensitive to a particular coeffi- 
cient. 

A number of methods (e.g., least squares and maxi- 
mum likeWood) can and should be used to guide the 
subsequent trials of coeffiients. Various statistical 
criteria such as least squares have been selected as 
the basis for schemes to select optlmum sets of model 
coefficients. Unfortunately, use of optimization 
schemes still require expert judgement to weigh the 
importance of subsets of data being used for callbra- 
tion and to establish ranges of coefficients from which 
to select from a given estuary. A critical Ilmltation 
seems to involve a lack of knowledge about correla- 
tions between parameters that influence the selection 
of an optimum set. As a result, calibration by optlmlza- 
tion is not frequently used unless extremely cornpfex 
models are employed where signlficant thne savings 
may be achieved. 

The lnw! useful compaatbns of these model formula- 
tions and range of coefficients are published in the EPA 
guidance manuafs for conventlonaf and toxic pd- 
lutants given in Table 5.1. In addWon, guidance is 
available from a number of reference books (e.g., 
Thomann and Mueller 1987, Krenkel and Novotny 
WM, McCutcheon 198Q,1990, and Rich 1973). 

In general, models are calibrated In phas8s b8glnnlng 
with the selection of the model parameters and a&9- 
dents that are independent (or assumed to be inde- 
p8ndenllnth8fomurlationofth8model)asshownln 
Table 5.2 for conventionat pollutants when barodinic 
circufatkzn is not Important. The final phas8s focus on 

TJbk S-l. GuidMo8 Martda fu RJlos, can*lJnls, and 
Klnolka FormulrUons lu Convontlonal and 
toxk- 

1. Bowi.. G.L. Mills, W.E., Porcala, D.B., CunpbJll, C.L. 
PsQenkopt, J.R. Rupp, G.L, John-. KM.. than, P.W.H.. 
JM Ghwinl, SA, Ralos, Conslants, and Klnotks Formula- 
Uuu In Surfaa WJ~U OruUty Yodollng, 2nd ti., EPA 
60013.65/040, U.S. Environmontrt Protection Agency. 
Athans. GeorQ* 19&5. 

2. Sdtno~r. J.L. SlrO. C., McKachnk. O., aM Sahoo, O., 
PmcoJJo& coofllclJnls, 8nd Models (or SlmulatlnQ Toxk 
Ofgonk8 md Huvy Molds In Surface Wstors, EPAMOW% 
67lol5. U.S. Envir onmubl Rotution Agency. Athans. &or- 
gia. 1987 

TablJ 62 Oulllm of 8 Gsnsrd cdlbrJuon Procoduro for 
walu ou4llty Modah for convonlluw 
Pollutanta what buocllnlc Clrculatlon Effuls 
uo Unlmporunl [McCuWboon, (1 BOO)] 

Cal&rat. hydraulics or hydrodynamics mood by 
ropmducing mrasuremonts of disd’IUQ0, wkcity, ot 
SUQO (depth of now) rt sdectad unsitivr tocations. mi8 
involves modifation of thr Manning roughness coetfi- 
timt, tiy vtsc08ity ecwWiints. or rmpirical ftow wr- 
au8 slag0 cootfiints to pro&I thr propor rssidenca 
tinm through ths reach ol intorat. Dys studis to detor- 
mina tinta ol travel M rverqr velocity may k uwd in 
plaw of hydrsulic rnoaruroments for WN simpler 
-1s. 
sdd di8pOnion U thing ~W~nts (U tidy dil- 
fuslvllhs) lo rrproduca my disporsivm mixing thst may 
k important. Nstural tr8ufa or injected dya douds may 
bJ rnMituJd Ior this purpose. 
Calibr8to 4ny process mod018 such as water tompora- 
lure that ue not l tftimd by any other water quality con- 
stituont. 
CAlibrJtO any procou mod01 l tfoctod by th8 procrssos 
first ulibr~lad. h oonvantional models, this may in- 
dudr mmical oxygen drmmd (BOD). focal 
cotifofm bactuia, and nitrifation. 
Finally. calibrsto all constituents or mrtorial cyclrs al- 
kbd by any othu procou. h convmntional models thfs 
usu~Ily moans that the dissdved oxygrn balance is 
CdikJtJd tit JfUr biodmnicd OxyQsn dJfIWId, 
nitrifkstion uM photos*sis wb-moMs UI .._ 
cuIDr8taa. 

the least Independent parameters as illustrated in Pig- 
we 5.4. Typically, as many as three distinct phases are 
involved and each phas8 involves the selectlon of a 
number of critical parameters and coefficients as 
shown in Tables 5.3,5.4, and 5.5. 

5.21. PhaseIdcmmbn 
Phase I concentrates on the calibration of the 
hydrodynamic and mass transport models. In general, 
there Is a cornptex Interaction between ckctdationand 
den&y differences caused by gradients of salinity and 
temperature that must be taken into account in 
stratified estuaries. In vertkally mixed estuaries, the 

5-5 



C~llbraUon Puamalws fu 
cunplax Modal Slmplo Mod04 

Bonun rooghnua ooofficiont 

Eddy V~roority: 

V*hO8t’ 
bteral ’ 

HorizonW 
bpaion Cooffidnl: 

VJhd 

tatarrl’ 

Horizontal’ 

wbd spud flJnclion 

Dispersion Caoffiit: 

VIlaiul 
mafat’ 

Horizontat’ 

Suba drag coaffkianl 

RJnQ* of V8lua QJidanoa oocummwand Refuuma 

0.010 lo 0.120 HydrodyMmicmodal-(i.e. 
&n&oms (:wS)]. Chow (1050). Fr#nh 
( 1. (lm 
y&obFunicmo&lcklWnenrrtion. &sumd 

102to lticmd tokUwsunoorderulhadirprrrion~~ 

1020 1dcfns” 
dent. 8owia at d. (iQe+5). NAS (raTI). (m-r 

lcYt0 l$cmS” 
WQL Jf@d w (len) 

bwia at aJ. (lQS5). fishar at at. (lQ70), lhomann 

ret0 lO”as” m MuaUor (1967), NAS (reTI), and Offiir 

l~toldalls-’ (tws) 

l~toldcms-’ 

sea supplamantvl ~~L(lg5~rysnMd HsrlamM (1973). 

Mccutohaon (Niele) 

0.001 to 0.a O’Connor (1963) 
0 be fully useful. -. the 6JtJ does rofkt ma approximate MtWO c Hulaman. h rowow. not00 that thoas rmfps uo too lug4 

the84 types of modrls and show8 the l xWarTN vJfhbility 10 be l xpactd. 

interactlocl among sallnity, temperature and clrculatlon 
is usually not significant. When vertical salinity 
gradients are not present. vertically mbfed one-and 
two-dimensional models are employed and these are 
relatively easy to calibrate. In these cas8q circulation 
in the estuary is not as strongly controfled by changes 
In salinity and temperature. As a result, the 
hydrodynamic model can first be calibrated and then 
the salinlty and temperature models calibrated after- 
wards. Model calibration for stmtyled estuades Invd- 
ves determlnlng bottom and surface frlctlon 
coefficients (see Supplements I and II) and vertical, 
later& and horizontal eddy vkcoshy coeffiibts for 
the hydrodynamic model (see Supplements Ill and IV). 
The calibration of the mass transport model is achieved 
by properly selecting the vertical, lateral, and horizontal 
mass transfer coefficients (see supplement v). The 

calibmtbn of the temperature model Is accomplished 
bysektJonoftheproperwindspeedco8ffiints(see 
Supplement VI). Se8 Table 5.3 for a listlng of the 
coetfiiients that must be selected for the most general 
case. 

Under the simplest and best conditkins, however, it is 
possible to calibrate the circulation model and mass 
transport model wlth tmcer or sahlty measurenwnts 
and Ignore any variatbn in ternpemture. Typically, this 
sort of Wrect callbmtbn works well when the estuary 
can be simulated with a onedlmenslonal model but it 
is also the method most frequently attempted for all 
types of flows Including compkx stmtified tlows. 
Whether the indirect method Is useful or not depends 
on the expert&e of the model user and whether the 
waste load allocation is very s8nsitive to circulation 
patterns In the estuary. At the very least, thk method 
should be attempted and used in prelm model 
setup wfwn simulating the estuary w&h whatever his- 
toric data are available to assist In planning data cd- 
kuon studhs. 

Generally, calibmth procedu8s for hydrodynamk 
models are not well developed. In fact, a ls not clear 
that the full resolutbn available from tw0 and three- 
dimensbrral models are fully useful to WxpeMwd 
modeler2 As a resti, precise cafibMorts are rarely 
attempted for routine waste load afloca&n studies. 
When It Is necessary to precisely deffne complex cir- 
cuiatbn patterns due to the dynamic action of tides and 
wind, stratik8tkn, or coridk effect& the moddlng k 
usuttlty left to exp8fta (e.g., HYDROOUAL 1087). In 
pan pr8ck8calitlmtklns8r8rKltatt8mpted becelm 
critical clrculauon condttklns for estuaries rnafogous 
tothecfitkalk#wnowcasefoundhrtrsanuhaveno( 
been defined. For example, It k rarely obvious what 
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combination of freshwater inflow, wind conditions, tidal 
conditions, and storm effects represent a critical cir- 
culation condltfon on which the design of a sewage 
treatment plant should be based to provide adequate 
protectlon of water quality. The&ore, calibrations are 
usually based on uniformly constant roughness coef- 
licientsand literature estimates of eddyvixosity values 
that only attempt to capture estimates of gross circula- 
tion patterns for selected conditions. The few readily 
available studies (many are published in “grey Iitera- 
ture’ reports) that have explored circulation in detail, 
did not include sensitivity. Typicalfy, this sort of indirect 
calibration works well when the estuary can be simu- 
lated with a onedimensional model. but k k al00 the 
method most frequently attempted for all types of flow 
analyses to establish what combinations of conditions 
lead to a reasonable worst case design standard. 
Similarly, the sensitivity of water quality to 
hydrodynamic conditions has not been explored in any 
study that leading experts are aware of. (condusion of 
the January 1988 Workshop 3: Hydrodynamic and 
WaterOualiryModelinterfacingandWorkshop4:LorrO 
Term Modeling of Chesapeake Bay, Baltimore, 
Maryland. U.S. Army Corps of Englnee~rs and U.S. 
Environmental Protection Agency). 

The best studies attempt to cdletct current velocity data 
lor calibration but questions remain about the ap 
propriate procedure for averaging data for com@son 

with model results. As a result, opportunities remain for 
the development of innovative approaches to data 
collection and interpretation for comparison with 
model simulatlons. Generally, water elevations 
measured at a very few locations (one to three) are the 
only data readily available for direct calibration (e.g., 
Thatcher and Harieman 1981). Typically, circulation 
models are indirectly calibrated from salinity or conser- 
vative tracer measurements that also must b8 used to 
calibrate the mass transport model as mentioned 
above. Indirect calibration can result in an imprecise 
calibration of both the circulation and mass transport 
algorithms but this k not a severe drawback unless the 
critical water quaky components of the waste load 
allocation model are sensitke to small changes in 
circulation and mass transport. In addition, 
hydrodynamic models are more firmly based on first 
principlesthan other water quatity modei components. 
As a result. there is a greater possibiiity of ma&g valid 
hydrodynamic predictions without extensive calibra- 
tion 

In contrast with two- and tt~eedim8nsbnal models, a 
number of onedimensional hydrodynamic models 
have been determined to be generally usefui (e.g., 
Ambrose et al. 1968. Ambrose and Ro8sch 1982, and 
Thatcher and Harleman 1981). These onedimensiorral 
models are occaslonally calibrated with current 
velocity and water surface elevation data but more 



often are Calibrated by indirect means. Th8 dorr. ?ant 
calibration parameter for a onedim8nsional motel Is 
the roughness coeffiient (the Manning n or Chewy C), 
which k relatively easy to sel8cA. Supplement I also 
revkws the selection procedure for the Manning r. that 
is us8d in simpler onedimensional models. 

measured in the water cdumn. R8Comm8ndations for 
calibration of a 600 modJ are given in Supplement IX 

Phase II &wolves the s8kdon of cdiform dieoff coed- 
ficients, setttlng and re-suspension velocities lor 
suspended sediment. BOD coeffiifents, and the set cd 
coefficients describing the nutrient cycles and 
photosynthesis. Th8 se&tion ol d&-off coefficients k 
relatively stralghtfonvard compared with other phases 
of the Calibration (see Supplement Vlf, and Thornann 
and Mueller 1987, and Bowk et at. 1985). Derivation 
of parameters describing sediment transport and BOO 
Is somewhat more Involved. The calibration of nutrient 
and phytoplanktort models requires some skill and 
expertise because of the complexity of the potential 
interactions between a number of the components of 
ttl8 CyCl8S iftVdV8d. 

Suspended sediment and 600 models are somewhat 
more diffiiult to calibrate because the processes cBn 
not b8 fully defined by measurement Wchniques readiiy 
available for th8 collectlon of calibration data. 
Suspended sediment is continually exchanged with 
bottom deposits and thls exchrmge Can be retatkely 
important in tracing the fate of nutrients and sorbed 
contaminants. Unfortunately, it is only feasible at 
present to measure changes in suspended sediment 
at various locations over time and to measure long term 
net deposition or erosion of sediments. The limited 
guidance avaBabt8 for calibrating simple sediment 
transport models k presented in Supplement VIII. 

The effecr of n&rifkdon can b8 modeled in two ways. 
First, simple nitrogenous BOD (NBOD) models have 
been utilized. Second, and most useful. are nitrffkation 
models of organic nitrogen, ammonia, nitrfte, and 
nitrate. NBOD models are typkaily only usefuI when 
nitrtfii k relativdy unimportant in lb8 dksdved 
O>cygen balanca SUf@8rtWIt X gives ti Q- 
for the impfemerdation of an NeOO madd. Supple- 
ment Xl gives g-8 on the sefection of nitnfkation 
rate constants and pamrn8ten. Th8 nhrtfkation model 
k more cornflex brrt this Complexity is w8U justifkd by 
the existence of weU defined measurement techniques 
and calibration procedures. Nutrient and 
phytoplankton models typlcally involve several 
separate major components and a number of minor 
components that are frequently Ignored or lumped in 
with th8 ma/orcomponents. The most diffiuit problem 
faced in the calibration process is that a unique Set of 
coefficients k d’tiiuit to derive. Th8 limited guidance 
available on the calibration of nitrogen and phosphorus 
mc&k k givven in Supplements Xl and XII. 
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The calibration of a model for BOO k complicated if 
settling and sorption to orgadc materifd k occurring 
along with bkxlqpciatkm. If only water cofumn SOD 
m8asurements are avaiiabfe, It k difficult to determine 
the relative importance of deoxygenation, s8tttlng. and 
adsorption of dksolved BOD on the dissotved oxygen 
balance. S8ttling is usually not important, however, 
because of recent advances (since the fate 1960s) in 
regulating organk soiids In waste 8ffluents. This k 
especiatty true away from a lo~allzed mbclng zone at 
Ihe pdnt of discharge where some flocculation and 
settling may occur. In addition, the relatively large 
depth!3 of estuaries predude rapid adsorption of dk- 
softed BOO like that observed in str8ams because of 
the limited surfa~8 ar8a available. Also, brackkh 
waters tend to slow biotk reacttons and growth which 
shouId slow the uptake of dksdved organic carbon. 
TherefOre, Caiibnrtion of 6Ob mod8k fr8qUentfy CBn 
be a simple matter of accounting for the decay of BOD 

Wiosinski (1984) Dlustmtes thk problem with a simple 
example involving an interactive four component 
modal shown in figure $3. This 8xampfe k som8what 
abstract but it shows that exactly the same values d 
the state variables can be computed In two cases with 
significantly diff8mnt process rates contrdfing the 
magnitude of mass transfer between environmental 
components. ln addition. Wlosinski shows that valida- 
tion testing also Can faif to detect a problem unless the 
data set k significantly different from the Catibmtion 
data. Therefore, he recommends, as we emphasize in 
this section, that models be carefully vaiidated and 
suggests that as many process rate measurements b8 
made as gosaW. These are measurements of gas 
transfer, b8nthk 8x~hang8, and degradation rates, to 
name a few of the most important. ady, h is not 
possible to uniquely desCrib8 an estuarine water 
quaky system without at least one process rate meas- 
urement. 

The fir&d phase of calibration can be either dif%ult or 
extremely sasy depending on how well other com- 
ponents have be8n Calibrated and whether process 
m8asur8m8nta s&t as the reaemtbn rate and sedl- 
mm! oxygen d8martd rater have be8n measured as 
part al the calibratkm data colfeclkn study. Typlcallys 
thk final phase highlights weakn8ss8s In the prior 
CalibraWr steps that must be addmss8d by repeating 
some steps to rchkve a more consistent ovemtf 
caiibmtbn. In faCt, It k mom W to at’lemf% 8 quick 
step through the calibration procedure to obtain a 
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preNmlnary lndbatbn of which parameters and coeffi- 
cients may be the most Important. This assessment 
can be based on a prefiminary sensMty analysis. 

At this stage III the calibratbn of a eutrophbatbn and 
dissolved oxygen model, the available guidance is 
ralattvely straightforward. Supplements XIII, XIV and 
XV describe methods of estimating reaemtbn coeffi- 
cients and rates d sediment oxygen demand. Once 
these values are initialty selected, n becomes a matter 
of making different trials until modei simulatbns and 
measurements are in reasonable agreement. 

AvaiiaUe guidance for calibration of toxic chemical 
models Is not as dear. Genemlfy, k Is not always dear 
what types of models should be Implemented and It Is 
difficult to ascertain beforehand what measurements 
may be required to form a comprehenshre data set for 
callbratlon and vatidatbn. At this time, the best 
guidance Is contaIned in Schnoor et al. (1987). 

Schnooc et al. (1987) review formulations of the fate 
processes for organic chemicals and heavy metals. 
They review the effects d bbdegradation. sis, 

oxidation, photolysis. vdatillzatlon, sorption, and 
bbconcentration for organic contaminants and com- 
pile rate constants for these processes that can be 
used In model calibration. 

Schnoor et al. (1987) also review the transformatbn 
and transport mechanisms affecting sefected metats. 
These Include cadium, arsenic, mercury, selenium, 
lead. barium, zinc, and copper. in addttbn, scroonIng 
Ievef lnformatbn can be obtained from metats specta- 
tion models (Brown and Allison 1987). 

In revjew, Robert Thornann recommends treating 
heavy metals as conservative constituents except for 
pankbning with sediments when crude estimates of a 
distribution coefficient can be used to estknate dls- 
sofved concentratbns. Estimates of the distrbutbn 
coeffldwr( can be obtained tram Schnoor et al. (1987) 
or Thomann and Mueller (1987). Geocheti e 
tbn models such as MIMEOA2 (Erown and AJbm 
1987) can be used to estimate dlstributbn coefficbn@ 
(when dlssotved sotids are not very high - I.e., aP 
g&able for fresh or brackish waters but not sea waters) 
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in additlon to being used to determine potentid 
mobility as indicated above. 

5.3. Model Validation 
Validation testing is designed to confirm that the 
calibrated model is useful at least over the limited range 
of conditions defined by the calibration and validation 
data sets. As Indicated earlier In this section, the pro- 
cedure is not designed to validate a model as being 
generally useful In every estuary or even validate the 
model as useful over an extensive range of conditions 
found In a single estuary. Validation, as empfoyed 
here, is limited strictly to indicating that the calibrated 
model is capable of producing predictivvdy valid results 
over a limtted range of conditions. Those conditions 
are defined by the sets of data used to calibrate and 
validate the model. As a result. it Is Important that the 
calibration and validation data cover the range of con- 
ditions over which predictlons are desired. 

Validation testing is performed with an independent 
data set collected during a second field study. The field 
study may occur before or after the collection of 
calibration data. For the best results, however, it is 
useful to cdlect the validation data after the model has 
been calibrated. This schedule of calibration and 
validation ensures that the calibration parameters are 
fully independent of the validation data To extend the 
range of conaitlons over which the calibrated model 
is valid, however, h may be useful to save the initial 
study for validation testing if it Is expected that data 
collected at a later date will provide a less severe test 
of the calibrated model. 

At present, it Is very diffkuft to assemble the necessary 
resources to conduct the desired number of surveys. 
Therefore, it is fmpottant that surveys be scheduled in 
an lnnovatke manner and the choke of calibratbn and 
vafidation data sets remain flexible In order to make the 
test of the calibrated model as severe as possible. 

Many studies are faced with severely limited resources 
for sampling and laboratory analysis that preclude 
cdieclbn of more than one set of data. II this highly 
undesirable circumstance occurs, the historic data 
should be Investfgated to determine whether the model 
can be calibrated a priori and validated with one set of 
data or vice V8rsd. In any event, h is very Important 
that both callbmtion and validation data be defined 
even iI this involves splitting a single data set (a data 
set dMded into two data sets by assigning every other 
datum or set of data In each time series, to separate 
data sets or by dh4dlng time series data into sets 
covering different time pedods as done by Ambrose 
and Roesch (1982) for CaliWation to selecttve condi- 
tbtlS). 

if a split data set is used, however, it must be dearly 
noted that these types of IimJted studies are not fully 
useful. Wlosinski (1985) shows that the likelihood of 
being unable to detect a poorly selected set of COdi- 
cients Is quite low using split data sets. 

Too many times, limited studies only attempt c&bra- 
tion. This, in effect, limits the study to describing the 
conditions during the calibration data cdlectbn period 
and Increases the uncertainty associated with the 
waste load allocation. In fact, uncertainty can not be 
reliably assessed. 

Once the vatidation tests are concluded, Reckhow and 
Chapra (1983) recommend that the model be 
receiibmted to obtain the overall optlmum calibration. 
This should Improve the overall predictions but it 
should not be used as a shortcut to avoid rigorous 
validation testing. Overall optimum calibration can be 
achieved by minimizing the least squares error for all 
data available in multiple sets or by obtaining the best 
overall fit between predictions and measurements from 
visual inspection. 

5.4. Model leslhg 

During and after the calibration and validation of a 
model. at least twotypes of testing are impoflant. first, 
throughout the calibration procedure, a sensittvity test 
provides a method to determine which parameters and 
coefficients are the most Important. Second, there are 
a number of statistical tests that are useful for defining 
when adequate agreement has been obtained be- 
tween model simulations and measured conditions. 

The sensitivity analysis is simply an investigation of 
how much influence changes in model coefficients 
have on simulated results. Typically, important coelfi- 
cients, parameters, boundary conditions. and initial 
conditions are varied by a positive or negathre constant 
percentage to see what effect the change has on 
critical predictions. Values of t 1, 2 10, and 250 per- 
cent have been used frequently. The coeffkients and 
parameters are changed one at a time and the effects 
are typically ranked lo show which parameters have 
the most Influence and which have the least influence. 

A sensitivity analysis also is useful when applied to a 
preliminary calibration of a model using historic or 
estimated conditions. In this case, the ranking can be 
used to determine which coefficients and parameters 
should be measured and which can be estimated. For 
example, tf a model Is sensitive to SOD mres, these 
should be measured rather than estimated. If other 
parameters like the wind speed function have little 
inffuence. very little effort should be expended to es- 
timate tts exact form. 

5-fl 



1. Rodmaansquamarror, 
2.R~uror~ 
3. Rw-b--bk 
r.Comparborrdmeant,and 
5. othartachnlqlJw 

Racult stldas d hwrfstk methods (o-g., l Nles d 
thumb”)forth8dw cfaxp8rtsystamshdl- 
catathatavfsualfltofmodJpadk3bmtoInoasmd 
data can qutt8 accuratefy b8 used to obtain accumta 
callbmtbfm wpedauy If pebmed by axpelts. How- 
ever, a number d useful 8tatistkA cflterta can be 
employed to obtain an optimum fn and thesa avoid any 
bias that may be introduced by inexperienced 
modelers. 

5.4.7. /3wm8wlsquareEnu 
memostwldelyusadcrtlafiontoavaluatetheagraa- 
ment between model pradktkmsad maaslJremeas 
isperhapsthelodmaansqwa(rms)wororstand- 
ard error d the astimate (Ambrosa and Roesh lMl2) 
dsfined as 

s-12 

(5-l) 

G - &dated cwceotrrtioo or strtc variabk 
Cm- mcasurui -atration or state varisbk 
N- oumberof~~~~uramcou 

lhorrn!Samrcanbaumdtocomputarim~ 
dlscr~atanumkrd~orkm3e* ’ 
to ccmpUa diacrapancka batwaan Ai* maasuc~ -.a 
andpmd~atarkrgle~~tirne~ 
1982). Ensamblror~obairmserromcanbacom- 
puted for a wies d mansum at muttlpte points 
ovartimaas 

Ni - the tots! number datca.surements at every 
siteover8lipcriodsoftimc. 

Equation(5.2)isllaquwttyusbfJforobtalninQthebut 
overailfttb8twe8namoddandrnumberddifferent 

data sets tire each measurement is conskiereci to 
be equally valid. For example, this statistic would be 
usdJ for oblaining an overal\ ca!ibratkn for two or 
more sets of data containing different numbers of 
measurements that are all equally accurate. Different 
weighting schemes could be appiied tf measurements 
were d differing accuracy (i.e., when a less accurate 
dissdvedoxygenmeterisusadinadiff8rentpartofth8 
estuary 01 during a different study). Beck (1987) dis- 
cusses these schemes and the elements oi engineer- 
ing judgement halved. 

When the mw error Is expressed as a mtb to a spat&l 
or temporal mean, the resulting statistic, which is the 
coafikient d vaddcm (Kennedy and Nevitte 1976). 
represents a second type of relative error that expres- 
ses relative discrepancy. This type ol refathre rms error 
can be useful for obtaining an ensemble statistic to 
otUaln the best ovemli fU for composite sets of data 
wtrere eech individual measurement may not be com- 
parable between two or more separate sets of data. 
For 8xampi8, one data set may contain more measure- 
ments that document greater dynamic uncertainty that 
should not be overweighted. 

ingerrerd.t~~dt~~enora~that~ 
dkcrepancies am d the sam order and this is usually 
ttue over a iimlled range d cor~Ihions. However, 
dbmtkm over a more extensive range where dis- 
crepancies betwwn model predktions and measure- 
ments may be propottbnal to the magnkude of the 
measurement, other statlstks (e.g., reiathre error) wiif 
be more appropriate. Finally, the rms error has at least 
one dlsadw#age (nKwnarur 1982). it b not reuiiiy 
~enthowapodedarr~kfwall~te~~blescsn 
be computed to assess over ail model CredlWity. 

5.42 RelabLeEnw 
When discrepancies between model simulations and 
measurements are not uniform over parts of the es- 



tuary or with time, the relative error may be a more so that on average, values of this statistic are smaller 
approprfate statistk for testing calibmtti 01 validation. than or equal to the values obtained from Equation 
The relative enw b defined as (Thomann 1982) (5.3). 

5.4.3. Regmsskn AnaEysis 
A regression analysis is very useful in identifying 
varfous types of bias In predictiorrs of dynamic state 
variables. The reqression equation is written as 

CAfLll - hi (53) Lrn . . 

where the ovefban denate the awmge measured or 
simulated valued. Avemges are performed over multi- 
ple sites or over time and cumufatfve frequency of error 
can be compubd (Thornann 1982). The cumufatlve 
frequency (see for exampte Figure 5.6) can be used to 
estimate the median 8~01 and vadous percentiles such 
as the 10th and 90th exceedonce frequencies. 
Southerknd at al. (1984) notes that the 59th percentile 
of median error is usuaiiy reported in waste load afioca- 
tbns since this Is the most easuy understocld value. 
The r8iat)ve error b8hW8s poorly for small vaiues of 
measurements if discrepancies are not proportk~~& to 
the ~gnkude of the measurement (i.e., small values 
of Cm magnify discrepancies) and if Cm > G, (since the 
maximum relattvs error is usually taken to be 100 
percent). Therefore, the relative error is best for com- 
puting composite statistics when discrepancies are not 
constant as may occur when calibration over an exten- 
sive range Is attempted. 

Thomann (1962) and Ambrose and Roesch (1962) 
seem to offer the best avaifable gudance on what 
refatlve errors may be approprfate to a;nieve adequate 
estuarine dissofved oxygen model calibratbn. in 
general, median relative errors should be 15 percent or 
less. VOfUeS of the reiatfve error obtained for a number 
of estuaries by Thomann (1962) and Ambrose and 
Roesch (1982) are given in Table 5.6. Note that 
Ambrose and Roesch define the relative error without 
the absofute brackets as 

c- 

c=u+bG+c 

wftere 

a - intercept vahe 

b - slope of the rcgrcuion line 

c - thecnorinmc~urcmtat m-6. 

The standard linear regression statistics computed 
from Equation (5.5) provide a number of insights into 
the goodness of fii for a calibration (Tfwnann 1962, 
Southeriand et ai. 1984). These indude: 

1. The square of the correiatbn coefficient, ? 
(measure of the percent Of the variance accounted 
for) between measured and predicted vaiuea 

2. The standard enor of estimate (Kennedy and 
Neville 1976), representing residual error between 
model and data. 

3. The slope estimate, b, and intercept, a, and 
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4. The test of significance for the siope and intercept. 

FQure 5.7 from O’Coruxx (1979). Thornann (1962). 
and NCASI (1962) Ilustmtes the insight ava%bie horn 
a regression anafysk. Flgura 6.7(a) shows that an 
unbksed utimatr can rasuft avan whan a ctxrafatbn 
between maasured and pradkteci data does not ax& 
Fi9ure 5.7(b), (c) and (d) show that a very good 
corrdatkm can W whefn a constant fraction4 bias 
(b~1orb~1)anciaconstantbias(a>0)oazura 
Tha slope d the regression curve indkates how waii 
trends can be projected with the calibrated modei and 
the intercapt d the regre&m indiwtes if any sys- 
tematic error is presant in the calibrated modei. The 
test of si@fkance d the dope and intercept to detect 
the pfobable exlstenw of any error in trend or sys- 
tematic errors shodd be based on the null hypathasis 
ttuttb- landa-0. Thataststatistks@-l/&)and 
aI& are dktributed as the student’s t distributbn w&h 
n-2 degreas d freedom. Saa standard taxts such as 
Kennedy and Neviiie (1976) for formulas to computa 
the standard deviation d tha siope and intercapt. sb 
and 80. Thomann rwommend sa?wo-taD&ttast 
employirq a 5 percent ievai d si@iinca. This yields 
a crillcal t value d appr~afy 2 for the rejectkn d 
the nuil hypothask 

5.4.4. ComparmdMaans 
A third cr&erbn for agraament betwaetn measurad and 
predkted values can ba derfuad from a simple test of 
tfu dtffwence between tf~ computad and maasurad 
rnaan valuas (Thomann 1962). Tha rnoat ganerai tast 
statkticforthbpurpoaabbasadonthaStudaM’st 

protabllity density function (see Kennedy and NevMe 
1976) 

d - true CiiffClCBCaZ betwee m&d prcdicli~m and 

measluements (BOfIBd)’ ttro) 

u - the rtandud deviation of the Merenct given 
byrp&dvviurcc of meuuruf and predicted 
vari~biiUy where if tbesc variance are assum 
94 
Id - (2tz ’ p (5.7) 

where 

sx ’ - sturdud error of cstimrte of cbe rnc~~cd 
data given by the standard deviation, s , divided by 
tbC BlUBbU Of IBCMlKCmCBtS 

#2 2 (J. ) - Ox) IN (5-w 

The use of a test like this comparfson of means requkas 
that the compubd statistk be compared with a statistic 
value based on a lewd d signkance or probabifty. 
TypIcaNy, a 5 pwcant iew! b usad. At iaast ona straam 
study (NCASI 1982) has required that at iaast 95 pa+ 
cent d the data fall within the 95 percent wnficianca 
interval (5 percent level d sI@kance) to l dWa 
cailbration. Less stringent crfteria were usad to 
evaluate the vaMation d the modei for tha Unw 
stream. These crMa were that 60 perm of data had 
to falf wtthin the 95 percent confiience Interval. WMa 
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Table SO. Transport Model Error StatistIn tar the Delaware Esluary (Ambrose and Aoesch (1982)] 

Tidal Reoponso Variables 

Chloride concantratlon (mgll) 

Movement of 5MI mg/L Isoch!or (km) 

Peak dye mncsntration @g/L) 

All data: 

Period 1: 
Period 2: 

Movement of dye peak (km) 

All data: 

Period 1: 

Period 2: 

Wtdth of 0.1 ug/L dye isocline (km) 

AJI data: 

Period 1: 
Pnriod 3. 

Catculaied Error8 

E \ RE SE ! CJ 

.140. -0.10 440. ’ D 31 

-1 9 -0.22 2.8 \ 0.33 

7 1 0.011 005) 0031 0.14 

t.12 I 1.8 0.96 

0.15 1 4.2 0.44 

7 ) 5.0 I 021 \ 6.6 \ 0.28 1.26 -1.1 1 0.90 

I ! 
' 14 1.3 1 0.05 3.2 

7 1.0 0.04 2.3 

I o.t3 ! 0.03 i 5.5 0.90 

0.10 O.&l 4.5 0.96 

7 16 0.06 40 i 0.14 / 0.30 

I 

23.0 c.47 

Table 5-10. Transport Model Gror Ststlstlcr for lhe Potomac Estuary [Ambrose and Roesch (1982)] 

Tidal Response Warlables 

Chloride concentrat on (mg!L) 
r&e concentration (~gil) 

All data: 

Period 1: 

Period 2: 

Peak dye concentration (ug:L) 
Movement of dye peak (km) 

Widlh of 0.1 ug/L dye isocl;ne (km) 

N 

37 

109 

50 

139 

14 

14 

10 

Calculated Errors t Regresslon Statlotlcs 

E ’ RE SE ’ CV 1 a b 1 I 

-35. 1 a.02 Lx0 ' 

0 12 1 

0 05 I 095 1 3-w. 1W 
I 

0.W 0.00 0.44 OS9 I 000 0.84 

0.1 1 0.27 0.18 0.44 0.68 1 0.05 081 

-003 -0.14 CD0 1 0.37 OR5 ' 0.06 0 05 

401 4.01 0.15' 022 096 I 3 02 091 
I 

4.9 a).14 1.4 0.22 0.98 1 1.0 0.97 

19 0.10 1.3 0.07 0.66 I 45 0.96 

a large number of data are available, a statistic based 
on the gaussian or normal distribution can be used in 
place of the Student’s t distnbution. 

54.5. Ottw Techniques 
Beck (1987) and Southerfand et al. (1984) describe 
other techniques that can be used to aid In parameter 
estimation to calibrate models. Generaliy, these 
methods require some knowledge of the distribution of 
discrepancies between measurements and predic- 
tions or involve tests to determine the distribution. 
Methods requiring a priori knowledge of the distribu- 
tions include: I) maximum likelihood estimator, and 2) 
Bayesian estimator. Southerland et al. (1984) note that 
the Kdmogorov-Smirnov one sided test can be used 
to evaluate whether a significant difference exists be- 
tween an observed distribution and a normal distribu- 
tion. If the distribution is normal, the F-test (Kennedy 
and Neville 1976) of the variances of measurements 
and predictlons is a measure of the goodness of fit. In 
addition, the Kolmogorov-Smirnov two sided test can 
be used to evaluate goodness of fit. 

5.4.6. Guidance on Stafk~cal Criteria for 
Calihta tim md Validation 
Few studies have included calculations of statistical 
criteria to guide model calibration and validation and 
what work that is available in engineering reports has 
not been adequately compiled. An exception of note 
are the studies of the Potomac and Delaware Es!uaries 
by Ambrose and Roesch (1982). 

The work of Ambrose and Roesch (1982) is important 
because it presenis benchmarks to which other 
calibrations can be compared and evaluated. In this 
regard, these data are very similar to the compilation 
of error statistics compiled by Thomann (1982) to 
define how well a calibrated model should simulate 
dissolved oxygen. Thomann’s guidance only covers 
relative error statistics. Ambrose and Roesch define 
average errors, relative errors, root mean square er- 
rors, coefficient of variation, regression intercept, 
regression slope, and correlation coefficients but only 
for two estuaries. Nevertheless, the Potomac and 
Delaware Estuaries are among the most important East 
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Table S-1 1. Waler QualIly Mod.1 Error StaUsUca for the Delaware Estuq [Ambroso and Roasch (1982)] 

Oualtty Responu Varlable8 
I Calculated Errors I Reqr*ulon Statlrtlcs 

N 1 E 1 RE 1 SE ’ CV 1 B 1 b 1 r 

Median cmcanWations during survey at minimum or maximum Jocatron. 
’ Rver k&zmeters in wnich uxxentrat.on exceeds or falls below ~nacared value. 

Table S-12 Water Ouallty Model Error Ststlsllcr for the Potomac Estuary, 1965-1975 (Ambaross and Roesch (1982)] 

I Calculated Errorr 
Quallfy Response Varlablss N I E 1 RE ( SE 1 CJ ( 

RegressIon StallstIcs 

a 1 b 1 r 
la) Median tincentrations 

DO (mg/L) 32 ax 4.01 1.02 0.17 0.60 1.12 0.86 
NH:, (mq/L) 41 0.02 0.02 0.27 0.31 1 .Dl 0.01 0.95 
NCkt (mat) 39 0.05 0.07 0.18 0.26 0.79 021 0.90 
TPO (mg’L) [as PO.1 40 0.01 0.01 020 0.16 1.03 4.03 0.98 

,CHL (uql!.) . 31 2.7 OW 19.3 I 0.27 0.92 a 70 0 07 

. Median concentrations durbng survey al minimum or maximum iocabon. 
’ FLver kJometers in which concentration exceeds or falls below mdcared value. 

Coast estuaries and seem to be quite representative of regression intercept (a), regression slope (b), and cor- 
drowned river valley types. relation coefficients (r) inTables 5.7,5.8,5.9,5.10,5.11. 

Ambrose and Roesch (1982) give average errors (E), 
5.12, 5.13 and 5.14. Tables 5.7 and 5.8 present error 

relative errors (RE) [note that Equation (5.4) and not 
statistics from the calibration of a hydrodynamics 

Equation (5.3) is used by Ambrose and Roesch], root 
modef for the Delaware and Potomac estuaries. Tables 

mean square errors (SE), coefficient of variation (CV), 
5.9and 5.10 present error statistics from the calibration 
of a transport model for the Delaware and Potomac 
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Teblo Cl 3. Chlorophyll* Model Error Statlotlu for the Potomac Estuary, 1 ST7-78 [Ambrose and Roesch (1 Se2)] 

Calculated Errorr I Regresslon StJtkth 

Ouallly Anponso Varlabln N E ) RE SE cv a b r 

Median concentration (ugll)’ 32 12.2 0.16 53.2 0.69 0.82 26.2 0.69 

Peak concentration (ug/L) a 113 0.07 35.1 0.23 1 .16 014.2 0.94 

Peak Location (km)b a Aa a.15 17.7 055 0.14 22.9 0.09 

100 ug/L reach length (km)’ a 2.8 0.11 10.9 042 o&3 6.5 0.89 
1 Concentrallons are median values by river segment (1626 km) and survey period. 

Distanca of peak concentration below Blur Plains Sewage Treatment Plant (rrvrr kilometer 16). 
’ River kilOmOtJrS In which concantretion JxOJJdS 100 ug/L 

Tablo $14. Walrr Qu~lily Model Error Slrtlrtlcr for the Potomac Gtuq, 1977-1978 [Ambrow end Roeuh (1982)] 

Regrssslon Statlstlu 

c 
Do 

CBOD 

NH3 

N 

DO Min 

CBOD Max 

NH3 Max 

N& Max 

DO Min 
CBOD Max 

NH,Max 

NOa Max 

(al Median Concentrations (mq/L) 

32 4.20 -0.03 1 1.15 0.16 1 0.54 3.00 1 0.77 

29 -1.00 a.31 1.57 0.48 0.25 1.47 i 0.23 

29 a.11 -0.45 0.26 1.07 0.38 0.04 ! 0.59 

1 40 -002 -003 0 15 0.24 0.85 0.08 I 0 97 
(b) Extreme Concentrationb (mq/L) 

a -0.03 -0.01 1 0.86 0.25 ] 0.70 1 0.99 0.62 

a -0.26 a.04 1 1.92 0.32 1 1.30 i -2.09 0.66 

10 0.04 0.04 I 0.14 0.13 I 0.89 t 0.15 0.95 

10 4.oa a.05 I 0.18 0.11 I 0.90 ! 0.10 0.85 
(c) Extreme Location’ km 

a -1.2 -0.10 3.7 I 0.31 1.02 -1.4 0.99 

a 4.0 a.82 10.5 1.45 0.01 1.1 0.04 
10 -1.4 4.54 6.9 2.67 -0.03 1.2 4.11 

10 -2.4 -0.31 5.5 0.70 0.71 -0.2 0 a9 

b Median conwnlrations during survey Jt minimum or maximum location. 
z Distanut of etibme concuntralion below B!ue Plains Sewage Treatment Plant (river kilometer 16) 

%er kilometers in which concentration exceeds or falls below indicated value. 

Estuaries, respectively. Tables 5.11, 5.12, 5.13, and 

5.14 provide error statistics from the calibration of 
measurements to achieve adequate calibration. 

water quality models in the two estuaries. Example 5.1 
Ambrose and Roesch (1982) indicate lhal the coeffi- 

gives a visual illustration of how well observations and 
cient of variation should be 5 to 10 percent for 

simulations should agree to help put these statistics 
hydrodynamic variables, less than 45 percent for 

into perspective. 
transport variables, and generally less than 90 percent 
for water quality variables. The correlation coefficient 

From this work by Ambrose and Roesch (1982) and 
should be- greater than 0.94 for hydrodynamic vari- 

Thomann (1982) it IS possible to develop prelimkwy 
ables, greater than 0.84 for transport variables, and 

guidance on how well simulations should agree with 
generally greater than 0.60 for water quality variables. 
The general guidance is summarized in Tabie 5.15. 
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Tablo Cl 5. Prollmlnary Guldanco on Error SUttstlc Crllerlr for Callbratlng Gtuarlno Water Qualtty Mcdolr 

Error Statletlca 

Relative Errof 

Relative Err08 

Cdficient of Variation 

Correlation Coefficient 
’ Se Equation (5.3) 
b See Equation (5.4) 

Crltorla for Mod01 Varlrbln 

HyOroOynam~c I Transpon Water Ouality ! 00 1 Chlorophyll-a 

! I 15% 
I 

%30(x 225% -45% 1 r3% r 76% 

10% 45% I 90% 1 17% 70% 

0.94 c.64 I 0.60 I 0.00 0.70 

Example 5.1. Calibration of Hydrodynamics, Mass Transport, and Toxic 
Chemical Model for the Delaware Estuary 

Ambrose (1987) calibrated a tidal transport and volatile 
chemical model of the Upper Delaware Estuary (see 
Figure 5.8) !o determine if seven volatile chemMs 
discharged by the Northeast Philadelphia Wastewater 
Pollution Control Plant (NEWPCP) migrate 6 miles (9.7 
km) upstream to the Baxter Drlnklng Water Plant in- 
take. Eadier versions of the WASP and DYNHYD 
models (Ambrose et al. 1988) were calibrated using 
data collected for conventtonal pollution studies from 
the summer of 1968 until July 1976, and from volatile 

chemical data collected In October 1983. The seven 
chemicals were: 

1. Chloroform (CF); 
2. 1.2dichloroethane (DCE); 
3. 1.2- dichloropropane (DCP); 
4. Dimethoq methane (DMM); 
5. Methyiene choloride (MC); 
6. Perchloroethyiene (PCE), and 
7. Trichloroethyfene FCE). 

.o 

\ 

w Waler trpply 

Figure 5-8. Uppr Delawaro Estuary [Ambrose (1 SET)]. 
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DYNHYD Is a onedimensional hydrodynamics model 
that is calibrated by selecting appropriate Manning 
roughness coefficients and surface drag coefficients. 
In this case, calibration was based on annual average 
tidal heights where wind shear was unimportant, leav- 
ing only Manning n values to be selected. As noted 
later in Example 5.4, values of n ranged from 0.020 to 

0.045 in various areas of the estuary. Figure 5.9 il- 
lustrates the agreement obtained with the selected 
Manning n values by comparing measured and simu- 
lated average spring tide and mean tide (Ambrose 
1987). Also see Table 5.7 for a statistical charac- 
terization of how well the model was calibrated. 

Mass transport components of the model were 
calibrated using Rhdamine WT dye data collected in 
July 1974 from a four day steady release from 
NEWPCP and slack-water salini?y measurements. The 
agreement between simulated and measured slack- 
b*#ater dye concentrations is shown in figure 5.10. 
Calibration involved changing the longitudinal disper- 
sion coefficient until the best agreement was obtained. 
See Table 5.9 for the statistical evaluation of the agree- 
ment between measured and simulated charac- 
teristics. 

The seven problem chemicals were checked and it was 
‘ound that more that 99% of the total chemical was 
dissolved in the water column. As a result, suspended 
sediment parameters were calibrated in an ap- 

8 
Wllmlngton Phlladrlphla Trantan 

I I I 1 1 1 I I 
I 

5 i I I I 1 I 
50 60 70 

I I I 
80 

I 
90 100 110 120 130 140 

Locatlon, In rlvrr mllrs obovo Dolawarr Bay 

yJ 

flguro $9. Observed and predkled tidal rwgw in the 
Dolawara Estuary [Ambro*r (1 SW’)]. 

proximate manner using average long term settling, 
scour and sedimentation data. 

Chemical rate constants were determined from the 
literature and by various predictive methods. 
Volatilization rate constants were determined from the 
Whitman two layer resistance model using telation- 
ships between oxygen, watervapor, and the chemicals 
of concern. Reaeration was predicted with the O’- 
Connor-Dobbins (1958) equation (see Supplement 
XIII). Evaporation was predicted with the regression 

Table S-16. Environmental Propertlss Affeetlng lnlerphese 
Transporl and Transformation Processes 
[Ambrose (19B7)] 

Suspenoed (mg/L) 

Bed sadlment resuspen- 

CBiirat~on 0 

b Benthos-wetsr column exchange 
’ Volatilization 
* Hydrolysis 

’ Phatolysis 
g Bacterial degradation 
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Teble S-1 7. Chemical ProperUos AWdng Lntorphea Traneporl and Tranrfwnutlon Pr- [Arnbr- (1 BET)] 

ckianol-watsr partition, Kow 
(mg/L octanol per mg!L wator) 

w constant (m’-atm/mole) 

kid-XLelySiS rate COnStaM 
(per molar per hour) 

’ Valds from Mabey et al. (1982) unless othenwse noted ’ Leo et al. (1971) l Boubhk et al (19&l) 

’ Valvani et at. (1981) * Hine and Mookerjes (1975) ’ Shuben and Brownawsll (1982) 

Olstonca from NtWPCP, In milea 

hi 

Figure 5-l 0. Observed and predicted dye concenlrrtlons [Ambrose (1997)]. 
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Table 5-19. Observed and Predicled High Slack 
Concenlrallons al Baxler [Ambroae (19@.7)] 

Table 5-l 8. Predlcied Chemkal Looa Rela Consiantr In Iha 
Delaware River near PhiIadelphla 
[Ambrose (1987)] 

I Compound 
Slmulaled 

’ Vo:atilization 

b Hydrolysis 

1 Predlclsd Rate Con#lanls (day-‘) I 

’ Biodegradation l Phc:olysis 

* Oxidation ’ Total 

equation of tiss (1973) which Ignores the vapor pres- 
sure deficit In the atmosphere 

E=4.46+272.7W (5.9) 
The Evaporarion rate is in m day” and W is wind speed 
in m set“ at a 10 cm (0.33 ft) height estimated from 2 
m (6.6 ft) measurements in the area and converted to 
the 10 cm (0.33 ft) height assuming that the logari:hmic 
profile is valid and that the roughness height of the 
water surface is typically 1 mm (C.0033 tz). 

Data defining the environmental properties and chemi- 
cal properties are reproduced in Tables 5.16 and 5.17. 
Table 5.18 gives the compu?ed rate constants for 
volatilization, hydrolysis, bi&eg:adatlon, oxidation, 
and photolysis plus the total loss rate constant, 

The calibration of the chemical k;netics model is more 
of a one step va!idation process of confirming that the 
literat u:evalues are correctly applied for the model and 
physical conditions at the site. To check the validly of 
the model, the loads of chemicals and the uncertainty 
associated with the loads were specified as presented 
in Figure 5.11. Hydrdynamics and mass transport for 
the October 1983 period when the volatile chemical 
samp!es were collected, were assumed (there were no 
measurements available) to be governed by mean and 
spring tides (noted to occur during the study) and a 
steady freshwater inflow of 3010 ft” set” (85.2 m3 
sec.‘). The m&e1 was USHI to simulate 30 days with 
mean tide, steady freshwater flow, and constant loads 
of chemicals from NEWPCP so that a dynamic steady 
state (i.e., tidal conditions simulated by the model 
closely matched the simulations of the preceding tidal 
cycle) was achieved. The simulation was continued 
one more day to represent the spring tide observed 
when the volatile chemicaf samples were collected. 
These simulations of width and depth average con- 
centrations were compared to the median and range 
of concentrations obtained from grab samples cd- 
lected at three locations upstream of the waste Inflow. 
These results are given in Figures 5.12, 5.13, 5.14, and 

Concenlratlons @,L) ; 
Compound NFA’PCP Baxter / Error 
Simulated Effluent : Observed 1 Predkted ) Fsctor 

DCP 
Median ’ i 57 I 1.2” 6.050 I 66 
95% Interval ~1,36&16,Boo / 5644 12-138 

DhlM I I 
Median 591 9.4 6.2 1.5” 
95% Interval 252,&2cl 7.7-13 6 0.330 

DCE 
Median 213 2.0 2.t 1.0 
95% Interval 67-2.380 1.2-3.0 0 7.24 

PCE 
Median 54 2.1 0.5 4.2” 
95% Interval 3U-85 0.2-2.6 0.3-0.8 1 1 

TCE 
Median 9.3 0.4 0.09 1 4.4.’ 

, 95% Interval 2.0-33 cb2.5 : o-o.3 
CF 

Median 4.4 04 OOJ 1c.o“ 
95% Interval 3 2-7.6 ’ 0.3-0.9 C.03Q.07 

MC 
Median 2.5 0.04 0.03 1.3” 
95% Interval 1.7-l 1 Go.9 O-0.15 

I 

!iiJ 
. 

. 

P 

. 

detection limit 
. 

I I I 
D P DMU Dh P E Sk MC CF 

figure 5-l 1. Noflheaat Water Polluilon Control Plant Effluent 
Coneentrallon8, October 2-3,1983 
[Ambrose (1987)]. 

5.15 for DCP, DMM, DCE, and PCE. The monitoring 
stations. Tacony-Palmyra, Baxter (water intake). and 
Logan Point were located at 3,6. and 11 miles (4 8,9.7. 
and 17.7 km) upstream of the waste inflow, respective- 
ly. Predicted and simulated concentrations of TCE, 
CF, and MC were below detection limits (1 rig/L) at the 
water intake (see Table 5.19). 
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I -- YIU- 1 

Flgure 512. Observed and predlc(ed DCP concenlr~llono Figure 5-14. Obosrvd and predicted DCE concentrations 
[Ambrose (1987)]. (Ambrose (1 QBT)]. 

Flgure II 3. Observed and predkkd DMM concsntr~llonr FJpurs S-15. Obrst-vcd and predlcted PCE conccntrNions 
[Ambrose (lSB7)]. [Ambrose (19BTj]. 

‘\ 
’ \ 
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At this po;nt, the mode! is stiiciently calibrated to 
establish a link between the high concentrations 
measured at the water intake and the waste load and 
establishes that any other loads are insignificant. Next 
the concentrations measured at, and predicted at and 
between monitoring locations can be compared to 
water quality standards (keeping in mind that this par- 
ticular model has a tendency to slightly underpredict 
because of the coefficJents chosen from the literature 
and only predicts averaged values) to determine where 
water quaLity standards are violated. If standards do 
not exist or are not adequate, a human and ecological 
risk assessment can be performed. If it is determined 
that the loads should be reduced, the model can be 
used to make a preliminary estimate of the total load 
reduction required or after the calibration is refined 
somewhat to better predict concentrations at the water 
intake or other critical locations, the model can be used 
to set loads. To set the final loads, the calibrated model 
cou!d be used to investigate the effect of extremely low 
flow and exfremely high tides as well as typical condi- 
tions. 

Jet dilution models can be used to set the mixing zone 
limits if any are permitted. See Doneker and Jirka 
(1988) for the recommended model. 

Figure S-16. Componennlr of the waste load allocation 
procedure. 

5.6 Application ot The Calibrated Mode\ In 
VVaste Load Allocations 
Once the model is calibrated and validated, it is then 
used to investigate causes of existing problems or to 
simulatefuture conditions to determine effects of chan- 
ges in waste loads as part of the waste load alloca:ion 
procedure. To understand how the calibrated model 
is used, it is first necessary to review the general waste 
load allocation procedure. 

5.6.1 Waste Load Akcabbn Procedure 
There are severa\ components of thewaste\oad atloca- 
tion procedure as illustrated in figure 5.16. The 
calibration and use of models is only a part of the 
overall decision making process that also includes 
some analysis of economic and social issues. Many of 
the decisions based on economic and social issues 
have been already addressed in most estuaries and 
coastal waters but as a general practice, these issues 
involved in defining water quality standards should be 
revisited for each study. Also, in local areas of large 
water bodies some refinement of siandards may be 
necessary, and this should be addressed as part of a 
general procedure. Typically, the regulatory agency 

Flour0 S-17. General waste load allocsllor~ procedure. Note 
WQ = water quality, NPDES = National 
PolluIlon Dlrcharge Eliminlation System, and 
TMDL = total maxlmum daffy load. 
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Table s20. Maln Sources of Criteria lo Pfotut Darlgnmled 
Wmter ucae 

%mary EPA’s ‘Gold Eoolc - US EPA Ouality Criteria for 

Iocumcnts Waler IS% (with updrtrt), Rept. EPA44!M6- 
037, offioe of Water Regulations and Standards, 
WAthin$On. 0 C., U.S Government Printing 01. 
hoe. No. Q9m2GLlU3-8. 

&~y Sutr criteria dxuments for the wetor body 
of Interest 

Gcondary *cnk, infoymrtion available in the open litsraturr. 
tiumc 7ts 

+storiul 
IocLmsnts’ 

EPA’s ‘Rod Book? - US EPA, OurMy Critcrir for 
Weter. Rept. EPA coD!My)I. Washington 
0 C. (supoIT4d.d by EPA!3 ‘Blue Book’ - En- 
vironmsnral Studies Board, Nationa.l Acsdomy 
01 Sciences and National Audrmy of Enginwr- 
ing, Washington, D.C., Rapt. EPAK!-73433, 
1973). 

‘Grscn Book’ - Fkpon of the Cornmine on 
L%‘a!cr Quality Criteria, Federal Waler Pollution 
C&!IO! Admlnistrrtion, U S bpATlnehf of the 
Interior, WAshiQgtDn, DC. 1968. 

McKee. J E., and wolf, H.W., Water OUAlity 
CriteriA. 2nd sci4ion. ~!ifOmiA Str.ts Water 
%Alif$ &m!rol Board, Sacramento. 1%3. 

Water Ouality Ctiterir. &difOMliA S’ate Water 
QuaIi!y Control Eoard, Sacramento, 1952. 

See p. iii o! the Red Book for prt-1950 work in 
, !+J,iS area. 

dseetut 7or rracq tnt aeveiopment 01 cnterla Ana c4tatlon 01 
additiona. ITlo-mation 

should determine that the puMish& standards are still 
valid and useful. 

The general procedure for waste load allocation is 
shown in Figure 5.17 and has the following steps 
(Thornann and f$uelier 1987, Krenkel and Novotny 
1980, crkzoti et al. 1983): 

1. Designate desirable water uses for the estuary, 
coastal area, or harbor of Interest. Examples in- 
clude fnaintaifkg watef qua@ tu permit com- 
mercial fin and shell fishing, maintain habitat 
dhrersity to protect the ecologica health of tha 
es!uary, to allow use of the water in industrial 
applications such as process cooling, use of 
waler for drkking in freshwater segments, recrea- 
tional boating and fishing, and use of the estuary 
for naviga!ion. 

2. Investigate criteria availableto protect thedesired 
water uses. See Tatie 5.20 for the maln criteria 
documents. 

3. Select numerical criteria to protect the designated 
uses (i.e., 5 m&L dissdved oxygen to protect 
cerlain fish species). 

4. 

5. 

6. 

Define waste assimilathe capacity. This involves 
the use of a water quality model or simplif!&d 
analysis iodeterminethe causeandeffect reiatlon- 
ship between existing and projected loads, and 
water qwliry response of the estuary. The model- 
ing alternative involves calibration and validation 
of the model with stie-specific data as described 
in this section. The simplifid anafysls (see Mills 
et al. 1985) involves analysis of exis!lng data and 
some engineering judgement (t#za!ly from ex- 
per%). The complexity of estuary problems 
usually oveMrhe!mingfy favors a modeling ap 
preach. 

Define existing loads. Thls is done as part of the 
calibration of any modef used to determine the 
ass\mitatIve capacity but these load measure- 
ments may not provide all the Morn-&Ion re- 
quired. In addition, the typical loads and 
maximum loads must be determined for any sen- 
silivity analysis and projection of critical effects. 
When the analysis focuses on point sou:ces (I.e., 
when nonpoint sources are unimqortantj, the 
study is termed U’as:e LoadAllocat~on. When the 
analysis focuses on nonpoint sources, the study 
is termed a L 0adAllocation. T&al Maximum Dai)y 
loads are de:ermined from both the Waste Load 
Allocation and Load Alioca:ion. The definition of 
exis!ing arrj projected loads are usually best done 
in cooperation with the discharger when strict 
qual?y assu;ance of the data Is possible. 

Project future loads. This s!ep defines future 
capacity required for con!inued economic growth 
in an area and is done i-I cons&&ion with the 
industries ati municipalilies invoked. 

Determicle a factor of safety or reserve capacity. 
This is largely a policy mane: invoking .&Sat de- 
gree of protection will be afforded. This should 
account for uncertainty in the ca!ibrated model 
and projecclion a! future loading. 

Determine Total Maximum Daily Loads and in- 
dividuat dischargers waste load allocations (see 
EPA 19B5 for detintiions). This includes simulation 
with existing and projected loads, and Incorpora- 
tion of reserve capacity :o determine what load 
reductions or projecied loads will allow the water 
qualify to remain at or above the standards 
chosen. Decisions on how to allocale load reduc- 
tions to various dischargers depends on the 
weighting scheme chosen by each state agency 
and is typically base4 on state faw and regulation. 
The decision should be influenced by economic 
and social factors that encompass differences in 
the ab?ity of munic@li?ies and industries to 
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and industries to achieve load reductions (Le., 
differences in economic efficiency). Equity should 
also be considered to account for past efforts to 
voluntarily reduce loads and to account for dif- 
ferences between the dischargers who have been 
located on the estuary for di?ierent lengths of tlme. 
A sensitivity analysis, first order enor analysis. and 
Monte Carlo analysis Is used to determine the 
uncertainty in the total maximum daily loads 
selected. See Brown and Barnwell (1987) for ex- 
amples of how uncertainty analysis fs applied to 
streams. 

9. For the total maximum dally loads selected, 
evaluate the cost-benefit of the standards chosen. 
This step may be somewhat controversial and 
applied in different ways. In general, however, the 
analysis should consider: 

a. Individual costs to the dischargers 

b. Regional costs and the associated benefits of 
improved water quality. 

In practice it may difficult to separate steps 8 and 
9 of the procedure. 

10. If the economic analysis Is favorable, the full ef- 
fects on present and future water quality are ex- 
amined. If apprcFriate, standards may be 
upgraded if necessay to prevent degradatlon of 
existing water quality IKrenkel and Novotny 1980). 
If meeting the standards represents a significant 
economic or social Impact, adoption of different 
standards to forgo some water uses may be in 
order. 

11. If the standards and waste load allocations are 
adequate, the standards are promulgated and the 
NPDES (National Pollution Discharge Elimination 
System) permits are issued. 

56.2 Cticd Water GuaMy Cmdtions and 
Project&m 
Once critical water quality conditions are defined for 
the estuary, harbor or coastal area of concern, deter- 
mining the waste assimilative capacity is relatively 
straightforward. Models are available to relate critical 
water quality responses to the loads for most 
problems. See Chapter 3 for guidance. 

However, the definition of critical conditions for es- 
tuaries is not straightforward. For streams receiving 
organic loads, this is a stralghtfotward matter of deter- 
mining the low flow and high temperature conditions. 
In estuaries, freshwater, tides. wind, complexsediment 
transport, and other factors can be important to deter- 

mining the critical conoitions. As of yet, there are no 
clear methods to establis+ cr’tical conditions, especial- 
ly In terms of ihe probability of occurrence. Theanalyst 
must use considerab’e judgement in understanding 
the exact effects of the processes cescribed in Chapter 
2. 

Once loads are set or ii critical conditions or future 
conditions are to be simulated, the calibrated model 
can be used to predict the response to the different 
conditions. The Investigation may Involve study of 
extreme hydrological, meteorological, or 
hydrographic events that affect mixing; waste loadings 
from polnt and non-point sources; and changes in 
benthlc demands. If the physical. chemical, and 
biologlcal characteristics of the estuary or wastes 
enteringtheestuaryarechanged,thenitmaybeneces- 
say to modify model coefficients. However, these 
changes can not be reliably predicted. As a result, 
some sensitivity analysis Is necessary to assist in selec- 
tion of the appropriate safety factor in the total maxi- 
mum daily load. 

Extreme circulation events can move sludge deposits 
out of the estuary or into the estuary. ?oint source 
reduction can cut oti the organic deposits that cause 
SOD. Nevertheless, i-t IS not presenzly possibleto make 
more that crude estimates of the reduced SOD. 
Greater degrees of waste treatment can also reduce 
deoxygenatton coefficients bul it is not clear why this 
occurs and when it should be expected. As a result, 
estimates of the effects of changes in SOD, the 
deoxygenation coefficient. and other parameters are 
routinely made to see if a significant effect can occur, 
but final calculations may conservatively assume that 
the rates remain unchanged. 

Occasionally, estimates of the effects on SOD can be 
made by experts such as those with EPA Region IVwho 
have made extensive measurements In polluted and 
clean areas and who understand how to conservatively 
extrapolate to future conditions. In addition, it is pos- 
sible to consult the existing data and make reasonable 
estimates. See Supplement XV for guidance. Crude 
estimates of deoxygenation rate coefficients can also 
be made in a simiiar manner but with less certainty. 
Tabulations of deoxygenation coefficients for different 
types of conditions may be less certain because of the 
errors of calibration contained in the tabulated es- 
t imates. Nevertheless, when some judgement is 
employed, the tabulations and guidance given in SUP- 
plement IX Is usually adequate. 

5.6.3 &inpnentArM3/ss and Stiqerposition 
Applications involving setting total maximum daily 
loads and individual waste load allocations for dis- 
solved oxygen problems are conceptually simplified in 
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Tany cases by noting that a linear relationship usually 
exists between loads and deficits. Only when 
phyloplankton and second order toxic cl-iemical 
modeling Is required, does a nonlinear relationship 
between deficits or chemical concentrations and load 
exist. It Is also possible lo investigate which com- 
pznents of a waste load (unoxidized carbon or nitrogen 
versus nutrients that result In eutrophication). cause a 
dissolved oxygen deficit. The linear relationship be- 
tween waste load components and deficit or other 
chemical concentrations (e.g., BOD or ammonia) is 
also very useful to investigate the effect of multiple 
sources. A component analysis can be performed to 
determine the effect of each load. For additional Infor- 
mation. see Thomann and Mueller (1987), Krenkel and 
Uovotny (1980), and Milts et al. (1985). 

lrlvestigation of existing problems Is best pursued with 
a components analysis that Indicates those processes 
and loads that contribute to the problems. For ex- 
ample, the cause of violations of a dissolved oxygen 
standard can be determined from the relative contribu- 
tion of various loads and the effect of sediment oxygen 
demand, SOD decay, nitrification, photosynthesis, and 
reaera!‘on. This is illustrated in Example 5.2 from 

Robert Thomann in review. Components of the maxi- 
mum deficit are computed by keeping up with the 
deficit calculated in each time step for each process: 
reaeratlon, deoxygenation, nitrification, sediment 
oxygen demand, net photosynthesis, and by dilution 
with other loads and tributaries. 

Multlple sources that do not significantly Increase es- 
tuary flow are usually handled In an additive fashion 
according lo the prlnclple of superposttlon vhomann 
and Mueller 1987, Krenkel and Novotny 1980, and Mills 
et al. 1985) as indicated above, since all water quality 
models are linear except for phytoplankton kinetics 
and when toxic chemical kinetics are not first order. 
Therefore, a component analysis like that in Example 
5.2 would be performed that would separate individual 
loads and the analysis would determine which loads 
cause the maximum deficit or any deficit below stand- 
ards. Where different point sources contribute to one 
problem, some arbitrary allocation of more restrictive 
treatment requirements based on state policy will be 
necessary as discussed above. The superposilion of 
multiple sources Is illustrated in Examples W-3, IV-5. 
:Vb, and IV-8 from Mills et al. (1985). 

Example 5.2 Component Analysis of Dissolved Oxygen Balance in the 
Wicomico Estuary, Maryland 

The U’icomico Estuary is a small arm of Chesapeake the outfall. Near the outfall, the estuary is super- 
Bay. Figure 5.18 shows the location of the Salisbury saturated with oxygen. The component analysis in the 
Sewage Treatment Plant outfall, other tributaries. and lower three panels shows that the discharge of car- 
the model segmentation of the estuary. The problem bonaceous and nitrogenous demands from the 
is to de!ermine the required additional treatment sewage treatment plant and the upstream deficit do nzt 
beyond secondary levels at the Salisbury, Matyiand contribute to the maximum deficit. However, the dis- 
Sewage Treatment Plant (Robert Thomann, in review). charge of excess nutrients was a problem. The growth 
To perform the analysis, a one-dimensional model was of phytoplankton due to chlorophyll a levels of 300 uglL 
calibrated for the estuary and a component analysis of was stimulated by nutrients in the waste discharge. 
the dissolved oxygen balance was performed along the The management decision for this waste load was then 
axis of the estuary. The results are given in Figure 5.19. to control the level of nutrients rather than increase the 
The upper panel gives the dissolved oxygen deficit level of carbon or nitrogen treatment (Robert Thomann 
along the estuary where a maximum deficit of almost in review), 
4 mg/L occurs near Mile 10 (km 16) down estuary of 
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Flgurc 918 Model ugmsntatlon - Wlcomico River, Maryland. 
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SUPPLEMENT I: SELECTION OF MANNING n VALUES 

The effect of bottom friction on the flow in estuaries is 
represented in a variety of ways in flow or 
hydrodynamic models. The most common method 
used in the United States and in many other countries, 
employs the Manning roughness coefficient to quantity 
friction and turbulent hydrauliclosses in the flow. How- 
ever, a number of other friction coefficients are used in 
the models available. These are given in Table 5.21 
along with the relationship between coefficients. 

In models with vertical resolution (Le.. having more 
than one layer), the Manning n is used to compute 
stress at the bottom boundary in a series of relatlon- 
ships between n, the drag coefficient (cd), and tur- 
bulent mixing. The quadratic stress formulation relates 
the eddy viscosity approxlmatlon of the vertical 
Reynolds stress to a drag coefficient and average 
velocities as follows 

poE, (Ju/Jz ) = PO c.j (Ub 2 + ,2>oJ (Ub) 

and 

(5.10) 

PO& (dV/dz ) = PO cd (Ub 2 + vb ‘)*’ (%) 

where 

(5.11) 

p. = density of water, 

ada2,adaz = the vertical velocity gradient in the 
x and y clirections, respectively, 

Ub, vb = horizontal velocities at J point above rhe 
bottom in Lhe x and y diretions. respectively, and 

& = vertical eddy viscosity. 

The drag coefficient Is related to the Manning n as 
shown in Table 5.21 

cd = gn2 
C,‘RH’ 

(5.12) 

Also any other friction factor or roughness coefficient 
can be us& from Table 5.21. Equations (5.10 and 
5.11) represent terms in the conservation of momen- 
tum equatlons given in Table 2.1 of the second section 
in Part 1 of this guidance manual. The two- and three- 
dimensional models based on these formulas are 
calibrated by varying the Manning n until any measure- 
ments of average velocity and tidal amplitude at a 
number of sites plus any observations of salinity in- 
trusion are properly described by the model. When 
models discretization elements are reduced to smaller 
and smaller scales, the calibration values of the Man- 
ning n approach values only controlled by the scale of 
roughness on the bottom. In the limiting case where 
the bed is flat, the Manning n can be estimated for sand 

Table 521. Relatlonrhlp between Various Frlctlon Faclorr used lo Ouantlfy Frlctlon Loss In Estusrler 

Manqlng n 

Chezy Cz 

Drag 
C.oetficient Cd 

Darcy- 
Weisbach f 

Manning n 

=n 

Cl 
RH “O =- 

n 

s3 n2 
=C7Rt7J 

ag n2 
=’ 

Drag 
Coefficient 

cd - UJti 

= C:‘y’* 

d 

g 
l/Z 

yip 

= c”, 

I8c.j 

Darcy- Fanning 
Weisbach fl 

f 

= c, RH “O f “2 
l/2 

= c, R” “‘9, “2 

(29) l/2 

f/2 r/2 

-y% -yiz 

1 fl I- m- 
a 2 

-f = 4ft 

Fan?ing fc 2 g n2 
=EG= 

E- 
$ = 2cd 

1 m- 
4 = 4 

Notes: 
1) Cl = unit conversion facto% equal to 1.0 if the hydraulic radius R Is expressed In units of meters and 1.49 if expressed in 

units of feet. 
21 The Fanning fritiion factor is typically used in mechanical enginecrlng applications. 
3) Reports of values of the drag coefftcient should be awmpanisd by a definition of Cd. !Jtemativsly, Cd has been defined 

[chow (1959). Strceter and Wylie (1975)] as Q I (l/Z)p Cd U 2 or Cd P 2u. ‘/U 2 where bed shear vek~ity, r, drtided by 

water density, p, is the shear velocity, U* P (g RH S ) 1’2. S is the energy gradient of the flow. U Is the average flow velocity 
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and gravel beds using an approximate form of Stickiers 
equation (Henderson 1966, Garde and Ranga Ra]u 
1977) 

n,, = 0.031 d ” (5.W 

where d is the diameter In feet of bed sediments that 
are larger than 75 percent of the material present. If 
the diameter, d. is expressed in meters 

{lb = 0.025 d ” (5.14) 

These expressions for nb should be valid for many 
estuarine flows where rough turbulent flow is expected 
to be the predominate flow regime. In general, how- 
ever, flow resistance Is a function of the Reynolds 
number of the flow 

JLJR 
Re = 7 

where U is the average flow velocity, R Is the hydraulic 
redius (cross sectional area divided by wetted 
perimeter), and%* is the kinematic viscosity of estuarine 
waters. Figure 5.20, modified from a Moody diagram 
for flow resistance. gives the general relationship be- 
raeen the ratio of the Manning n to depth to the 
one-sixth power (hydraulic radius is approximately 

r. I \ 
P 
c 

0.025 

0.020 

0.010 

O.OOB 

0.007 

0.008 

equal to depth in wide water bodies) and Reynolds 
number. The curves foF sand-coated surfaces should 
be used to estimate nb for estuaries when sandy bot- 
toms are observed. 

The smooth surface curve shown In Figure 5.20 may 
be approached when fluid mud layers are observed on 
the bottom. Typically, fluid mud may occur near or just 
downestuary of the turbidity maximum where sig- 
nificant depositlon Is expected. For example. values of 
n were found to be approximately 0.018 to 0.020 near 
the turbidity maximum in the Delaware Estuary 
(Ambrose, personal communication, Ambrose 1987, 
Ambrose and Roesch 1982, Thatcher and Harleman 
1981). Occasionally, unrealistically low values of n 
(I.e., n = 0.015) normally associated with very smooth 
surfaces may be indicated by cal ibration. These values 
may not be consistent with Figure 5.20. The reason is 
that stratification of the flow near the bed by fluid mud 
or suspended sediment significantly decreases the 
apparent roughness coefficient (McCutcheon 1979. 
1981, McDowell and O’Connor .1977). Where t h’s oc- 
curs, the calibrated hydrodynamics modet can be ex- 
pected to have an extremely limited range of 
a;lplicabi!ity since the fine scale effects of sediment 
stratification are not incorporated into vertically 
averaged models or modets having gross repre- 
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Table 5-22. Valuer of the Manning n for Dt?ferenl Types of 
Vegetallon In Wellsnd Areas 
[Chow (1959) end Janutl(l985)J 

Value ot n 

j!ass: 

Short 0.025 0 030 0.035 

Tall 0.030 I c.035 0050 

3rush: 

Scattered with Dense 0.035 0.050 0.070 
Weeds 

Sparse Trees and Brush 0.035 0050 0060 
in &inter 

Sparse Trees and Brush 0.040 o.wl 0.080 
In Summer 

Medrum tc Dense Brush 0.045 0.070 3.110 
in Winter 

Medium to Dense Brush 0.070 0.100 0.163 
iq Summer 

‘rees. 

Dense. Straight Willows 0 110 0.159 cm 

Slumps or Cyprus I(nees 0 0.30 0.W 0.050 

S!~mps with Dense 0.050 O.CW 0.080 
Sprouts. Grass and 
Weeds 

Dense Stand of Trees, 0.080 0.100 0.122 
Few Fallen Trees, and no 
Branches hanging In 
water 

Dense Stand of Tress, 0.100 0.1x) 0.160 
Some Fallen Trees, or 
Branches Hanging in 
Water 

sentation of the vertical structure. When this occurs, it 
is important to conduct a sensitivity analysis to de:er- 
mine if the overall calibrated model shows any sen- 
sitivity in the important decision variables (I.e., 
dissolved oxygen, chlorophyll a~ or sedimentary con- 
taminant cor,centrations, etc.) to values of n. 

There are also effects of vegetation on flow in shallow 
parts of estuaries that may ner4 to be taken into 
account, especially if the trend to employ natural or 
created wetlands lo aid wastewater treatment con- 
tinues. First, sea grass and other vegetatlon influence 
shallow open water Rows. Second, emergent vegeta- 
lion such as cyprus trees, mangroves, bushes, and 
marsh grasses may control flow through wetland 
areas. fi.t present, there do not seem to be many 
studies of the effect of sea grass on friction loss (per- 
sonal communication, Florida Dept. of Environmenlal 
Regulation. 1989). There are, however, lnvestlgatlons 
of friction losses In grassed open channels that show 
that losses are a complex function of the Reynolds 
number. As flow Increases, grasses are pushed flatter 
along the bottom and less area of grass Is In direct 
contact w?h the ff ow. In effect, the relative roughness 
decreases as a function of Row velocity or Reynolds 

number. Perhaps the best study of this effect is by 
Chen and the US Geological Survey. 

In the absence of solid guidance on this tapic, it should 
be noted that Chow (19591, Jarretf (19853 and others 
give guidance on the effect of grass on channel and 
overbank Row. Values on the order of 0.025 to 0.050 
are reasonable. 

In wetlands and other areas of emergent vegetation, 
relative roughness Is less Iikelytovaryand the Manning 
n is expected to be constant. The scale of the rough- 
ness is considered to be the trunk diameter that should 
not change significan:ly as depth increases. Values 
have not been well defined, but values of ri-der flow over 
flood plains is very applicable when the density and 
trunk size of the vegetation are similar. Values as high 
as 0.20 have been observed, as noted in Table 5.22. 

In add?ion to the older information in Table 5.22. Arce- 
rnent and Schneider (1984) report more recent infor- 
mation for more tranquil flows in floodplains. However. 
it is not expected that n can be precisely defined in any 
published study. Flow in wetlands occu’s In ill defined 
channels where the uncertainty In average velocity, 
area, depth, and slope make it very d%zult to deIer- 
mine n. 

As larger and larger model scales are employed, T”IoTe 
and more large scale turbulent friction losses due lo 
flow non-uniformity must be included in estimates of 
the Manning n lo adequately represent losses due lo 
energy dissipation. Empirical relationships have not 
been derived for this purpose but similar corrections of 
this nature have been derived for river flows that can 
be used as guidance. Guidance for riverine reaches 
works we(l in the upper secticns o! estuaries where the 
transition from riverine conditions occur. The 
guidance is less useful downestuary where the scales 
of Aow may increase by an order of magnitude in some 
cases. 

Conceptually, the riverine estimation procedure can be 
formulated as a process of mtiifying a base value of 
the Manning n such that 

ncmpoaitc = nb + nf + nl + n2 + n3 (5.16) 

where typical values are on the order of 0.020, 

nt, = %fanning n associated nirh bottom roughness 
conditions, 

nf = concction rclaled lo form roughness or bed ir- 
redarity due la ripples and dunes, 

nl = correction re1ate.d to the nonuniform depth of 
the flow, and 
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Table E-23. Manning n Correctlont for Rlpplea end Dunce Table S28. hd/urtments for the Mmnlng n due to Ve’tgctstlon 
[Jwret (1985)]- 

Tabis 5-24. Manning n Correctlone (or the Rehllvo Effect of 
Obstructions 

Relallvs Effecl ot Obslrucllonm 

Table 5-25. Manning n Correctlonr for Changes In Channel 
Deplh and Wlctth 

Variation of Channel Cross Sectlon n7 1 
Gradual 0.00 

‘A!temating occasionally 0005 
2 

nz = correction for the nonuniform width of the 
f-low. 

nj = correction for elrcc.Li of vegetation where 

Allenlatlvely, Chow (1959) notes that a multlpllcattve 
version of Equation (5.16) can be used as well. How- 
ever, that form is better adopted to meandering chan- 
rels and is not very suitable for estimates in estuaries. 

- = local inertia term, at 

\‘alues of I-II are approximately 0.00 to 0.010 (Chow 
: 959) as shown In Table 5.23. Values of nr and n2 can 
t7e estimated app:oximatelyfrom the effect of obstruc- 
tions and channel cross section variations given by 
Chow (1959) In Tables 5.24 and 5.25. Table 5.26 gfves 
correc:lons for the effect of vegetation. It should be 
noted however, that these constant correctlons may 
nclt be adequate since the correction for seagrasses 
E-nd kelp probably vary with Row velocity or Reynotds 
number. 

,m= 
ax 

force due to advection or momentum 

change due to mass transport of water, 

= force due to pxcntial cncrg) of the fluid 

or gralitatinnal body force, 

dQ IQI 
ACI ‘RH+) 

= force due to bottom shear or fric- 

tional rcsislance (quadratic slress law), 

A& 2~ 

g Ph 
- = force due to Iongitudinal pressure dg- 

ferenec caused by densip diffcrcnces along the axis 
of the estuary, 

ACda pa 

RHP 
W 10 2 C-OS a = Force due IO wind shear on 

II models that assume that the flow field can be verti- 
cally and laterally averaged, the one-dimensional 
equafions o! motion and conri?uity can be written as 
(Thatcher and Harleman 1981, Ambrose et al. 198s) 

‘79 -= 
at 

-a (Qu) -gA at dQ IQI 
ax m-AC&,4 ti 

A& ap ACda/‘a 

-gPz+- RHP 
W,02cosa 

and 

(5.17) 

Amounl of 
Jagetrtiorl I 

Range of rta Descrlptlon of Condttions 

Small 0.002 lo 0.01 bnss growths 01 grass or 
weeds. average dept.5 at least 
twlca the height of grau. or 
supple aesdlings wCsrs the 
flow Is at three limes the height 
o! the VYJQOtatiOn. 

Msdlum 0.010 to 0 025 Grass from l/2 to 113 of the 
depth; moderately dense large 
stem grass, weeds, or Wee see- 
dlings l/2 to l/3 t?e depth of 
flow; or moderaiely dense 
bushy trees hke I to 2 year old 
willows. 

Cargo 0.025 to 0 050 Grass over the fu![ deprh of 
flow; 8 to 10 year old trees with 
so-8 brush and weeds; or 1 
yea’ old trees with heavy 
weeds and foliage. 

VeT Large 0 050 to 0.103 

! 

no* dep!h \alf the heigCIt ol 
dense grass: bushy willow 

1 !rees wrfh dense Needs. grass 
aid foliage. dense catta’is; or 

‘trees wth heavy ur,dergrowih 
aid full foliage. 

the water surface, 

Q = Discharge (Q = UA), 

U = Lmgitudinal velocity averaged over the cross 
section and averaged over time, 

t = lime, 
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x = Longitudinal dire&on along the axis of the 
estuary, 
g = Gravitational constant, 

A = Cross sectional area, 

r)h 
- = Slope of the energy gradient or approximately 
fir 
the water surfacc slope, where h is the depth of 
flow to water surface from an arbitary datum, 
n = Manning roughnws coefficient, 

Cl = Units conversion fador (1.0 when RH is ex- 
pressed in m and 1.49 whea RH is expressed in feet), 

RH = Hydraulic radius (cross-sectional area 
divided by wetted perimeter of the cross section 
that is approximately equal the depth in wide es- 
ruarks), 
c& = Distance from water surface to the eentroid of 
Lie cross-section, 

CR& = Drag coefficient for air moving over water 
surface (typically assumed constant and having a 
mlue of 0.0025 of slightly less), 

Pa = The density of air, 

P = Density of water, 

a = Angle of wind direction from the axis of the 
estuary, 

Wlo = Wind speed measured at 10 above the water 
surface, 
b = Total surface width, and 

q = Lateral inflow ?er unit length. 

Equations (5.17) and (5.18) are accurate approxima- 
tions when lateral and vertical differences are unimpor- 
tant, which is the case In many estuaries. However, a 
more approximate equation has proven almost as 
widely applicable. The approximatlon is the link-node 
model that assumes that the one-dimensional estuary 
can be divided into a series of uniform channels be- 
tween nodes. The cross section may vary from one 
channel to the next and any flows into the estuary are 
assumed to enter at the nties. I: is also assumed that 
longitudinal pressure differences due to pressure 
gradients are small enough to neglect. The best ex- 
amples of link-node models are the EXPLORE I (Baca 
et al. 1973), DEM (Dynamic Estuary Model) (Feigner 
and Harris 1970), and the derivations of these models 
such as the DYNHYD model used with the WASP 
mode’ing package (Ambrose et al. 1988). The ap- 
proximate equations are written as 

Cda Pa 
+RHT- 

w,o*cos~ 

and 

!?A=32 
dl ax . I 

Since Equations (5.19) and (5.20) have been used 
extensively, some care may be necessary to interpret 
results relating lo selections of the Manning n. Any 
effects of neglecting longitudinal, vertical, and lateral 
salinity gradients and accelerations due to nonuniform 
channels will be lumped into the value of the roughness 
coefficient used to calibrate the model. Normally, 
these effects are minor and relatively reliable guidance 
can be formulated. 

Guidance on the selectlon of Manning n values Is as 
follows: 

1. 

2. 

Select initial values based on bed material and 
correct for bed variations - Values should be 
uniform for areas where bottom topography, 
channel alignment and sediment size distributions 
do not vary significantly. Smaller values should be 
selected for bottoms covered with fluid mud or 
other fine-grain material. Typically a value of 0.02 
Is appropriate for reaches with fine grain sedi- 
ments and 0.025 to 0.030 Is appropriate for 
reaches with sand bottoms. If necessary, a 
precise lnitlal estimate can be made by computing 
the Reynolds number and the relative roughness 
(I.e., 2R/ks, where ks is the sand grain diameter or 
the height of the ripples and dunes) and consulting 
flgure 5.18. If the bed is covered with vegetation 
(I.e., none of the sediments are In contact with the 
flow) then Table 5.22 should be us& to select 
an n value and correct for variations in cross 
section. bottom topography, and obstructions. If 
the bed Is panially covered with vegetation, the 
initial selection should be based on the bed 
materials present and corrections should be made 
for vegetation, and variations in cross section, 
bottom topography, and obstructions. Where il is 
not clear whether exposed bed materials are im- 
portant In causing friction losses, both procedures 
should be followed to see ff any signikant dis- 
crepancies exist. 

Correct for bed roughness - Table 5.23 shows 
the correctlons that should be added if bed ripples 
and dunes are present on the bed. A conectton 
should not be made if Figure 5.20 Is used and the 
roughness height Is assumed to be the height of 
tipples and dunes. 



3. Correct for topographic variability - Vafues may 
need to be increased In computational elements 
or reaches in which there Is a significant change 
In bottom elevation or where channels narrow. 
Increased n values are required to compensate 
for friction loss due to non-uniform Row condi- 
tions. Tabulated values of the Manning n (Chow 
1959. French 1985, Henderson 1966, Barnes 
I 967) do not reflect the increased turbulence due 
to non-uniform Row. It should be noted that these 
corrections can only be approximated because 
friction losses In nonuniform flows are dependent 
on flow direction. Losses are slgnificantfygreater 
when the Row speeds up and contracts into a 
shallower or narrower channel compared to ex- 
pansion into a deeper channel accompanied by 
a decrease in flow velocity. Examples where 
these corrections should be considered include 
flows out of deeper navigation channels onto 
shallower tidal flats if excess turbulence Is 
generated. Other examples include narrowing 
flows at the mouth of an estuary, at river passes 
like those of the Mississippi River, and in flows 
constricted by a peninsula. Many times sub- 
merged sills that cause shallower flows at the 
entrance of a fjord are associated with points of 
land that extend into the estuary from both sides. 
These corrections are obtained from Table 5.25. 

4. Correct for obstructions - Tab!e 5.24 Is used for 
further correction when large obstructions are 
contained in the flow (generally expected to cover 
or occupy approximate/y one percent or more of 
the cross sectional area). These include sub- 
merged rock outcrops, very large boulders, and 
small islands (friction losses caused by gradual 
channel changes around large islands may be 
unimportant}. Rock outcrops and small islands 
are &arty marked on navigation charts. A very 
good lndicatlon of when corrections are needed Is 
Increased turbulence in the flow near the obstruc- 
tion. From the air, large turbulent eddies are 
usually very evident when the wind speed Is not 
large. 

5. Correct for vegetation - If the initial se!ection does 
not fully take the effects of vegetation Into account, 
these corrections should be made using Table 
5.26. Where vegetation is sparse or patchy, or 
only extends over part of the depth, it is best to 
select an initial n value reflective of the sediments 
In contact with the flow and conec: for effects of 
vegetation using Table 5.26. !f vegetation 
domina:es roughness in wetlands and elsewhere, 
an initial selection from Table 5.22 is best. The 
Initial selection should be compared with correc- 
tions in Table 5.26 but should not be modified 
unless some large discrepancy is noted. 
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EXAMPLE 5.3. Initial Selection of the Manning n for a Hypothetical Estuary 

Table 5.27 illustra:es the Manning n sck:i-,n proce- 
dure. Six segmerlts varying from wetland and marsh 
land, to shallowareas with sea g:ass, to deep channels 
with sand, fine grain sediments, and fkid muds were 
selected for illustration. For segment 1, the infi’iat value 
was selected as 0.10 from Table 5.22 and correctlons 
were not made for changes In the channel since flow 
around trees Is very Irregular and braided and the value 
from Table 5.22 should account for this. Obstructions 
(there were very few fallen trees) and veoetatlon were 

Segment 3 involved selection of a value representative 
of fat sandy bottoms and correcting for the seagrass. 
The final value should be compared with Table 5.22 
where the value Is exactly the same as the value for 
flows over tall grass. Segments 4 and 5 Involve straight 
forward selectlons for sandy and fine grain materials 
and minor conectlons for changes in cross section and 
obstructlons. Segment 6 involves selection of a 
smaller value to reflect the Muence of fluid mud. The 
few Islands and veaetation on the shores of a wide 

taken into accokt In the initial selection. ?he selection channel is probably”negligible. 
for segment 2 was governed by the same procedure. 

Table 5-27. Reach Charactsrlstlcr for a Hypolhstlcal Eslurty end Calculation ol the Mannlng n Value 

Segment Bed Bed Chmnsl : Obstruc- ! Vegtta- 
Number Description Material Top+ I Change tlons tlon ru nt nz n3 n 

praphy 1 I ! 1 
1 Wetland with dense 1 fine 

! $ylirl 
; lrregurar Meandering. A few fal- Sea de- 0.01 0 

stand of straignt trees. SUrflIC8 \‘reQUlaf, Ion ttses scrlpt:on 
i0 0 0.01 

few fallen trees, vev Ilt- braided and In- 
tie brush and no weeds distinct channel 

in areas 

2 Wetland with marsh na na 1 Meaidering, None I See de- ~0.035 0 ,o 0 0.035 
grass irregular, scription 

braided and In- 
distinct channel 

/ In areas 

3 Shallow area wi!h sea ’ Sandy flat ! k4o significant 

] 

None 
g*ass over 7C% of the ’ change 

,Sa”dp- 002510 ‘0 0.01 0.035 
scrrptlon 

bottom, edending over j 
about 50% of the depth 1 I I 

4 Ceep well decined than- 1 Sandy ! Duies ‘0.035 
nel j 

Some narrow. ‘Sub- None ‘0.025 0.01 0 0 
lng of ckannel merged 1 
and beads 

5 Wde deep channel In Fins ’ Ripples ’ Straight None None ‘0.02 .0x 0 ‘0 0.025 
the vicin,ty o! the tur- Q rain 
bidity maximum 

6 Wide deep channel Fine Fluid nud SITaight A few Minor 0.015 0 0 ,o 0.015 
down estuary of the tur- grain !ayer over small vegeta- 
bidity maximurn with much of islands tion on 
significant sediment the than- ; the 
trensport into the es- r\el shores 
tuaw 
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EXAMPLE 5.4. Selection of the Manning n for the Delaware Estuary 

Figure 1 from Ambrose and Roesch (1982) and 
Ambrose (1987) shows five zones for the Upper 
Delaware Estuary. Ambrose and Roesch varied the 
Manning n in each zone to obtain an optimum fit of 
predicted water surface elevation to that measured at 
selected points. The timing of high and low water 
throughout the estuary was also used to calibrate the 
model. These data were averaged over a year to filter 
out the important short-term effect of wind stress that 
was not included In their hydrodynamics model [Equa- 
tion (5.10) with the last term for wind stress assumed 
to be equal to zero on average]. Annual average tidal 
conditions and fresh Mows were employed. A few 
measurements of point maximum velocity during ebb 
and flood tide were compared to the predicted values 
after cakbration but were not used to recalibrate. The 
result was that n varied from about 0.02 in zone 5 to 
0.045 in the riverine dominated zone 1. The value of 
0.02 is consistent with a fine grain or sand bed channel 
with very limited changes in cross section and 
meandering. The lurbidiry maximum occurs in this 
zone. A value of 0.045 In the river zone 1 indicates 
significant changes in the channel cross section are 
occurring. Figure 5.8 does not indicate significant 
meandering. Figure 5.9 shows that excellent agree- 
ment was obtained between measured and predicted 
tidal range for mean tide and average spring tide 
events. Table 5.7 indicates that discrepancies (as 
measured by the coefficienr of variation) are less than 
10 percent throughout the estuary. Thatcher and Har- 
leman (1981) also calibrated a similar model based on 
Equation (5.17) for the same segments of the Upper 
Delaware Estuary. They used the same long term 
average tidal elevation data from the National Ocean 
Survey (NOS) but also added data from the U.S. 
Geological Survey (USGS) not used by Ambrose and 
Roesch (1982) and gave greateremphasis tothe USGS 

a04 c 

Flgurr $21, Longhudlnal dirtrlbutlon of Mannfng n value In 
rho Delrwar~ Estuary (1 mile = 1.61 km} 
matcher and Harleman (1 Sal)]. 

-* 

Fi~urs 5-22 

lxsTA?4cEFFnucIpEsN~ 
Hydrrullc callbratlon to tidal range and high and 
low waler planes for mean condltlonc (1 rt = 
0.035 m; 1 mile = 1.61 km) In the Delrww~ 
E~usry malcher and Hatlsman (lGBl)]. 

data. The n values selected were very similar with cne 
exception in the upper part of the estuary near Trenton 
where the maximum values of n were selected to be 
0.032 versus 0.045 chosen by Ambrose and Roesch 
(1982). The results from Thatcher and Harleman 
(1981) are shown in Figure 5.21. The difference could 
be due to neglecting effects of the longitudinal salinity 
gradient and by assuming the channel is uniform over 
five segments. More likely, however, is the emphasis 
on agreement with two different data sets that are in 
some conflict. In Figure 5.22, the calibration results of 
Thatcherand Harieman (1981) for tidal range, and high 
waterand low waler planes are shown. The USGS data 
indicate a larger tidal ampkude in the area of the 
discrepancy and it is probable that a larger value of n 
would be necessary to reproduce the larger tidal range 
measured by the USGS. 
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SUPPLEMENT II: SELECTION OF SURFACE DRAG COEFFICIENTS 

conditions, or when flows are significantly effected by 
wind during calibration data collection. 

The final coefficient necessary to solve Equation (5.17) 
(hydrodynamics or ff ow equation) is the water surface 
drag coefficient that quantifies the effect of wind shear 
on flow and mixing. As noted above, wind shear is not 
extremely important for matching predictions with 
measurements of water surface elevation averaged 
over long periods of up to a year In deeper tidally 
controlled estuaries. Ambrose and Rciesch (1982), 
however, note that over periods of hours or days, 
atmospheric storms can significantly effect water sur- 
face elevations on a temporary basis. Shallower es- 
tuarieswith barrier islands, like the Pamlico-Albermarle 
Sound, are controlled more by wind shear than tidal 
influence. As a result, effects of wind shear must be 
incorporated for shallow tidally damped estuaries 
when wind driven events cause critical water quality 

I 
Figure 5.23. 

For crude estimates, Cda is sometimes taken as a 
constant of about 0.0010 to 0.0025 (Amorocho and 
DeVries 1980). In general, however, &a is a function 
of surface roughness and Reynolds number. Cda 

could be determined from Figure 5.23 or a similar 
friction diagram because of the relationship bettieen 
various friction factors shown in Table 5.12. But in 
practice boundary height and air viscosity do not vary 
significantly and the effect of wind shear on water 
surface roughness is understood well enough so that 
a relationship between Cda and wind speed can be 
derived (O’Connor 1983). This relationship is given in 

0.0025 

0.0010 

----a--w DomconIWebb 

. . . . . . . . . . ..s... wu 

-..-..-..-.. smith 

Oarratt 
..I,.,..,..,........................ 

-.-.-.-* . 
. 

- ---- *nrc*rhe . 
/------ 

O’C*nnor 
: 0 
! / 
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WIND SPEE+, (m/d 

20 25 

Figurr 623. Waler surfam drrg coaffkl~nl u a function of wind speed measured al 8 10-m height [O’Connor (1983)) a 
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Mixing coefficients required in a typical hydrodynamic 
m&ef cannot be precisely estimated. Mixing is con- 
trolled by flow :ntensity and estuarine morphology as 
well as grid reso!*ution and the degree of time averaging 
employed in the model chosen. These are effects that 
cannot be forecast stiicientiy well to aid in the sejec- 
tion of these parameters However, initial estimates are 
needed to begin the caiibratlon procedure. The best 
guidance available for making the necessary first es- 
timates is found In Bowl8 et al. (1985) and Fischer et 
at. (1979). McCutcheon (1983) reviews the commonly 
used methods o! computing vertical mixing. 

The initial estimate generally is only required to be 
close enough to alloti the numerical scheme In the 
hydrodynamc model to converge to a stable solution 
Once these estimates are rr,ade flie tuning to achieve 
pre,cise, ~,o:~~un esrimates of eddy viscosity Is rarely 
r,ecessary. G,t this t me (I989), i: is no! clear that many 
s’mu13:Gons of water quality are sensittie to va:ues of 
:ne eddy visccsity. 

Hydrodynamic models of the eddy viscosi:y type are 
limited to describing the effects of large scale turbulent 
mixing i.1 bounda+ayer-like condi:ions where the tur- 
bulence is dissipated under the same conditions in 
which it was generated. In other words, the effect 0’ 
localized turbulent mixing in the vicinity of out-falls and 
associated til:h dizusers can not be predictd too well 
1~1 a far-fieid eddy viscos’ty model. These effects can 
5e descrrbed in caliS-sting a model, bl;t it is difficult to 
forecas! what eody v?~osity va’ues will be required. A! 
present, 2 ccnsisten! analysis framework that readily 
::nks the near-field dil&ition and mixing analysis (see 
Chapter 10 in Fischer et a!. 1979and Donekerand Jirka 
1988) and !he far field eddy viscosity type 
hydrodynamics models, is not available. To fully un- 
derstand the LISIC lim?af:ons of the eddy viscosity 
m&de1 and to fu!ly understand when dlfficultjes in 
selecting ca,b:ationvalces will occur, one should refer 
t3 Rodi (1950). 

When i: seems that water quality simulations are not 
sensitive to hydrcxfynamic transport and mixing, the 
following guidance on the selection of eddy viscosity 
va’ues should be ,Jseful. In some cases, it js expected 
It-,at hydrdynamic simulations will be important and 
!ess approximate methods will be required. In these 
speciat cases, higher-order turbulence mode!ing will 
be necessary. These special s!udies will, at present, 
require expert assistance. To aid in the selection of 
correct models and expertise. !he next Supplement IV 
wilt brLePy review turbulence ‘closure. 

SUPPLEMENT III: SELECTION OF EDDY VISCOSITY VALUES 

To select eddy viscosity values it should be recognized 
from inspection of Equations 5.10. 5.11, and 5.12 that 
eddy viscosit~y is direcrly relatec3 to tne Manning n for 
certain conaiticns. As a result, it is assumed that 
guidance for the selection cf edcy viscosity values will 
be somewhat similar to :hat developed for the selection 
of roughness coefficients. 

First-order Approximation - As a first approximation, 
selection of a cons’ant value has proven usefut in some 
studies (see Rodi 1980 for a rev,ew). This involves 
assuming that vertical, lateral, and horizontal eddy 
vscos?ies are all equal. From experience with selec- 
tion c! Manningsn in 07ecimensional estuaries, va!ues 
can change significanLy elong the axis cf the estuary. 
Therefore, this approach shcuic be validated before 
the resuI!s are used in cecision n;a47g. Firs:, a sensi- 
live analysis of the constant cildy v:sccsity value on 
water quali:y predictions should be performed. 
Seccnd, vatid;i!icn of the hycrodynamic model should 
be accomplished by corr,paring s’mJla!ions to v;ater 
surface and lveloc;ty measurements. The degree of 
\alidalion should be matched !o the sensitivity of water 
quality simu!a?ions to ecdy viscosity values. It shou’d 
bet-w:& that the model caiibzzted wr:h a co-Want eddy 
l;iSCOSity rr2y hake on's very fin-i!& c:edictiJe valid t}’ 
oJside the range of calibra:iori and ;2lida\ion data. 

Typica’ly, a constant eddy viscosity value is on!y ap- 
plicable for onedimenslon;l and two-dimensional 
depth aGeraged models ,&here jets and man-made 
struc!ures do not interfer with t5e flow (ASCE Tclsk 
Committee 1338). rioNever, signif,cant phase errors 
can occur :n tha predic:icn cf tidal elevations v,hen 
roughness changes and ci<erences In friction losses 
are averaged or ignored, Neverthetess, the ap- 
proxlmatron v.culd seem to be quite useful in wide 
bodies of ‘tister wi:l only Imfed changes in depth and 
roughness. 30th the lateral ano ho:uontal e’Jdy vis- 
cos!ty is related to a length scale that is approximately 
equa! in many cases, 

Constant values have also been app!ied to models of 
stratified flows (laterally averaged two-dimensional 
models and three dimensional models), bul these are 
qu:?e inacctirate. As a matler of practice, constant 
iddy viscosty values shou’d be avoided except for use 
in depth-averaged mcdels and crude pretiminary or 
screening level analyses using stra!ifed flow models 
*here the approximatjon error is well understood and 
tahen into account. 

Second-order Approximalion for One-dimensional 
and Depth-averaged Models - To bener match tidal 
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elevation measurements, eddy viscosity should be 
changed in the lateral and horizontal directions to 
reflect changes in roughness (i.e., bottom roughness 
element effects}, differences in turbulent energy losses 
(due to “macro-roughness” caused by irregular 
shoreline bottom morphology), and different scales of 
the model elements. The Principle of Parsimony 
should be used, however, to limit changes to those that 
are absoll;tely necessary by virtue of well defined and 
documented changes in roughness, turbulence, and 
model scale. 

When turbulent characteristics of the unstratified es- 
tuary do not change extensively, a good depth- 
averaged model can be reasonably calibrated and 
expected to make predictively valid simulations over a 
wider range (compared to the first-order calibration). 
However, rigorous calibration and validation are nor- 
mally necessary, especially when water quality results 
are sensi:ive to hydrodynamic variables. 

Uniform values of the horizontal and lateral mixing 
coefficients are applied to elements of slmi!ar depth 
and roughness. Values should be increased where 
turbulence of the flow increases. This includes in- 
creases for elements containing separation zones and 
wakes of flow around islands, headlands, and penln- 
sulas. 

Second-order Approximation for Stratified Flow 
Models - For laterally averaged two dimensional 
mod& and three-cfimensional models, jt Is usually 
possible to obtain a reasonable ca!ibration wrth a con- 
stant lateral and vertical eddy viscosity and by relating 
the vertical eddy viscosity to a measure of stability such 
as the Richardson or Froude numbers so that eddy 
viscosity varies with dep:h and degree of stratrfica!ion. 
This works well for cases where the estuary is relativeiy 
deep. Vertical mixing coefficients are typically two or 
more orders of magnitude srnailer than lateral and 
horizontal coefficients and can be even smaller 
depending on the degree of vertical stratification (Mc- 
Dowell and O’Connor 19X’). 

I! is especially important that the vertical eddy viscosity 
formulation be rigiousfy calibrated (AXE Task Com- 
mittee 1988). Generally, stratified Row models using 
eddy viscosity are not predictively valid outside the 
range of calibration and va!idation data. Furthermore, 
the eddy viscosity and the similar mixing length for- 
mulations are only approximately useful for estuarine 
flows when the flows are approximately boundary- 
layer like. Complex, unsteady, reversing flows can not 
be precisely simulated (see Aodi 1980 and ASCE Task 
Committee 1988). 

Third-order Approximation ior Three Oimensional 
Models - The best results for three-dimensional 
models are obtained when lateral and horizontal values 
are m&if&d lo account for roughness, excessive tur- 
bulence production, and model scale, while vertical 
changes in eddy viscosity are related to depth and 
stratification. Typically, lateral and hortizontal values 
are chosen to ensure that changes in tidal elevations 
are accurately represented and then the vertical eddy 
viscosity is calibrated to reproduce measurements of 
vertical velocity and salinity profiles, and longitudinal 
salinity profiles. 

The results should be carefully validated. The predic- 
tivevalidity is not expected to be very good outside the 
range of calibration and validation da&a. Generally, 
eddy viscosity formulations depend upon a critical 
assumption that turbulence is dissipated under the 
same circumstances under which it was produced. 
This Is consistently violated in the unsteady salt 
stratified flows of estuaries and in many cases, more 
elaborate methods that simuiate the generation, 
transport, and dissipation {under different conditions) 
of turbulence are required. 

Fourth-order Approximation - fn a signrficant number 
of cases, it Is expected thar an wdy~v,scosity based 
approach will not be adequate to make predictively 
valid simulations of crrtical hydrodynamic conditions 
nor can eddy viscosity approaches simulate some 
complex unsteady flows. This Is especially true, in 
some of the larger and very imponant estuaries in the 
U.S. These include Cheaspeake Bay and ?s larger 
tribuatav es?uaries, Long Island Sound and Kew York 
Harbor areas, Boston Harbor, Tampa Bay, San Fran- 
cisco Bay, and Puget Sound to name several. In these 
cases and others, higher order turbulence closure 
methc& and the necessary expenise are required. 
Supplement IV briefly reviews the general approach. 

Procedurally, the following steps seem to offer the best 
approach to the calibration of an eddy viscosity type 
hydrodynamic model (see model equations in Table 
2.1 of Part I of this manual - the values of Ex, E,, and 
Er are to be determined). 

A. m~odels: See selection of 
Manning’s n, Supplement I 

8. -Two Dimensional: 

. 
1. ; 

viscosit* c e t for all computation elemen& ne ffi i n 
(segments or nodes). At least two approaches 
have proven useful. 
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2 

3. 

C. 

a. Emoirical 

E~=o.o05P (5.21) 

where EH is the horizontal eddy viscosity (lateral, 
Ey, or longitudinal. ES) for open waters away 
from shallow areas and shore and L Is the 
characteristic length scale in centimeters. L is 
typjcally taken as the grid size In the model or 
derived from the physical geometry. For dif- 
fusers, L is taken as the diffuser length, which 
is typically on the order of 1 km. In open es- 
tuarine waters, L has been taken as the length 
of the tidal excursion. 

. . 
b. ms of values In 

this regard, the case studies by Officer (1976) 
provide a usefui reference. 

Correct horizontal eddv viscositv values for arw 
of These typically occur in !he 
lee of islands and other shore line irregularities, 
near the mouth of the estuary, or where bottom 
roughness changes draslically causing in- 
creased velocity gradients. 

Correct When values from the 
literature are used, smaller values should be 
chosen for models with shorter times steps. EH 
should be chosen as a larger value in models that 
average over a tidal period compared to models 
that average over a much shorter time step. 

t ver Table 5.28 from 
McCutcheon (1983), ElncCutcheon and French 
(1985), and others list various formulas that are 
useful for estimating vertical momentum transfer. 
Typically a formula is selected and coefficientsare 
modified until ca.!ibratjon is achieved. Predjcrions 
of the extent of salinity intrusion into estuaries the 
existance and location of a halocline and the 
residence time of pollutants can be quite sensitive 
to the form and exact magnitude of vertical mixing 
formulations yet little guidance is available on how 
these values can be rationally selected. In addi- 
tion, it Is not yet clear what stability parameters 
(i.e.. Richardson number) best quantify the effects 
of stratification. 

As Table 5.26 indicates, a number of vertical eddy 
formulations can be chosen. At present only 
limited guidance is available to aid In thfs choice. 
The formu!ations listed in Table 5.28 have been 
used in a number of modeling studies; some (eg., 
Munk-Anderson) have beenusedfrequentlywhile 
others have only occasiona!ly been applied. Un- 

2. 

3. 

fonunalely, these model applications have only 
rarely reported on the usefulness of these for- 
mulations. As a result, only crude guidance is 
possible and that must be derived from a few 
studies that must also include the data from 
selected atmospheric boundary layer studies 
where the stratification effects on mixing are the 
same in most cases. 

From the best data available on the Great Ouse 
Estuary In the United Kingdom (Odd and Rodger 
1978), it is clear that the formulations of Holzman 
and Mamayev are not appropriate for the com- 
plete range of stratification encountered in es- 
tuaries These equa!ions are only valid for slight 
stratification. Knight et al. (1963) shows that the 
Holzman form is quite Inaccurate, especially for 
large values of Ri (e.g., Ri > 3.4). Also Knight et 
al. (1980), Nelson (1972) and Delf-t (1974) tend to 
indicate that the Mamayev formula is inaccurate, 
the extreme amount of data scatter not wnhstand- 
ing, and that o:her forms are better able to be 
calibrated to represent the data. These con- 
clusions are most important when the RAND two- 
and threedimensional hydrodynamic model is 
being applied. The Mamajev formula was used 
primarily to provide quick simulated mixing when 
stratification becomes unstable. As a result, it is 
not expected that this model will reproduce the 
vertical structure in estuaries as well as could be 
expected. 

Ruling out the Holzman and Mamayev forms 
leaves the Munk and Anderson \tRossby and 
Montgomery 1935) where n = 1 and (Kent and 
Pritchard 1959) where n = 2)] types of stability 
functions based on gradient Richardson number 
as the most adequate. These are mosl frequently 
used equations in modeling studies (FJc- 
Cutcheon 1963). However, even these formula- 
tions are quite limited and require calibration inall 
cases. In addition, there is some debate regard- 
ing whether other stability parameters are more 
adequate than the gradient Richardson number. 
In general, all formulations will not exactly 
reproducevertical stratification. Odd and Rodger 
(1978) and others have found that the Munk and 
Anderson type formulas only reproduce the 
general trend of vertical eddy viscosity with chan- 
ges in stratification as measured by the gradient 
Richardson number. There are typically large dis- 
crepancies in values ofg that best fit profiles of EZ 
measured at different times at a point in the es- 
tuary and Table 5.29 shows that there is a sig- 
nificanl variation in values determined for different 
estuaries and other stratified flows. In addtiion, 
Odd and Rodger (1970) show that highly stratified 



Tabla 5-28. !htkal Eddy Waco&y Formuktiofu for Flow in Estuarh 

nvestlgalor Formulation for Ex 

Munk and EZV 
hderson Ez - 

[‘Nil) 11 +B(n> RI]” 

3ossby and E 10 
MoniQomery Ez - 

PQW 
!l +/?(n) Ri]” 

Sverdrup 
:1936) 

-lolzman 
:194311 

4 = 
50 

[l +/I(n) Ri]” 

Ez = Em [I +BP) RI1 

+squill El0 
; 1949) Ez - 

[ 1 +P(n) Ri]” 

Kent and 1 
E, = EXI 

sritchard 
:1957j 

[l+@(n) Ri]” 

Wchard 
Ez = 

E 10 
U=Q) !I +,!?(n) Ri]” 

Jreugdenhil 
El = 

E 10 
:1Qw [ 1 +B(n) Ri]” 

V&ion (1972) 
Ez - 

&Cl 

[l +B(n) Ri)” 

3ddand l} 
?odQer 

Ez = 
E, 

:1978) [ 1+,8(n) Ri]” 

2) For R continually increasing to over 
75% of depth: 

E 
Ez = [ 1+&i; Ri]” 

for Ri s 1 

Er = 
E 

(1 +ih 
for Ri > 1 

&For the occurrence of a peak Ri In the 
lower 75% of the flow at &: 

Ez = 
Et0 

[I +/T(n) Ri(zo)]” 
for Ri(z0) 5 1 

Ez = 
E 10 

11 +/VW 
for Ri(z0) > 1 

Except where 4 > Eza, then 
Ez = Em 

I - 
Knight l t al. LO 
(1Qw Ez - 

11 +BIn) RI]” 

E,=Eme -76Ri 

Ueda 01 al. 
(1Qw 

Ez- Ezoll+ #I(-11 Ri] 

LO 
Ez = 

(1 +Aln\ RIP 

Commenta 

- 1 and e(n) = 10, based on oceanic thennodlns krderson measurements 
:om Jacobsen ((913) for Rsndrr’a Fjord and Schultz’r Grund reoqgnizod that 
general emprrical equation could be wnaen. 

1 = 1 and b(n) - 40, based on Heywood’s wind profiles a! Lanfield. Derived 
rom an energy dissapation per unit volume concept and a flawed assumption 
+at stratified and unstratified velocity gradients are equivalent. 

I - 1 and p(n) = 10 to 13. based on wind profiles over SpitzberQen snow 
eld. 

mpiricaf equation proposed to explain evaporative flux in the atmosphere. !.n 
orrectly presupposes that a critiical Ai oi l@(n) exists which Ls quha incons& 
ml with the observations of Jacobsen (1913) and others. 

br n = 1, p(n) = 12, and for n = -1 and p(n) = -12. From wind profiles in 2- 
netsr layer over grass. 

‘or n - 1, p(n) = 2.4; for n = 2,p(n) = 0.24; and for n = -1, p(n) = 0.06 
‘om tidally averaged data oollected in James Rver Estuary. The aemi- empiri- 
al formulation for n = 2 was derived from an energy dissapation per unit 
,nQth (vs. volume) basis with the liawed assumption that stratifled and un- 
tratified velocity qradients are equivalent. 

‘or n = 2, ,B(n) = 0.28, based on a m-evaluation of the James River Estuary 
lata. 

:orn - 1, /I(n) - 30, data sourca unknown. 

:orn = 1, B(n) = 10; for n = 2,8(n) = 2.5 or 5; and for n = -1, B(n) - -3.3. 
Lased on data compiled from atmospheric boundary layer lnduding Rider 
1954), a’ld Deacon (1955). AIs0 includes inappropriate data from Ellison and 
‘urner (1930). 

‘orn = l,#I(n) = 14OtoleQandforn = 2,fi(n) = 10 to 15; determined by 
ninimiration of relative error from an excellent data base collected in the 
ireat Ouse Estuary. Relative error puts more weight on fit to highly stratified 
lata. Best fit obtained from n = 1 but still the average percentage error in 
hear stress exceeded 100% for 35% of the measurementa. 

Letter fit to data obtained with a hybrid formula that compensates for tne ef- 
act of a strong thermocllne that acoentuates the error in misapplying the eddy 
iscosity model in estuarres where turbulence is dissipated under oondrtrons 
‘Ifferect from the conditions generating the turbulence. Best fit isp(1) = 160 
r #?(2) = 13. n = 1 remaining somewhat better than n = 2. tmproves 
bynold stress prediction to 2 a for 60% of the data. 

Collected additional data in Great Ouse Estuary with left stratificntion and 
>undthat,6(1) - 110 to 16Oand b(2) = 13to20mnsiatentwith Oddand 
iodger (1978). 

ormula In poor agreement with Great &se Estuary data. 

ormula in poorest agreement with Great Ousa Estuary dala @(-1) = 3.4. 

or n - 2, B(n) = 25, In the atmospheric boundary law. 

orn-l,@(n) - XJandforn -2,@(n) = lofromGrutOuee&tu~ 
nalyzed by Odd and fbdgrr (1978) but the root mean square #tolwU mini- 
hod Instead of the relative arror. 



Table S-28. Vertlca[ Eddy Vlscoslty Formulations ior Flow in Gtuarles (cnntinued) 

lnverllgator 
French and 
MXutcheon 
it= 

(contrnued) 

French (1979) 

Henaerson- T 
Sellers (1482) !’ Er = 

E 10 Derived from Ueda et al. (1981) atmospheric boundary layer oath 
1 iO.74 Ri 

McCutcheon E 10 a = 5 t0 7 (wider range reported is 0.6 to 12 b-t under questionable ex- 
llQa3l Ez = 

1 +atz/Lj perrmental c;onditions. 

Jotatlon: 

i 

Formulation for Ez 

E, - E,, (1 +nk’Ro’) 

E, = 
E 10 

(1 +ak’Ro’) 

Ez= E,e -04Rl 

Comments 
Derived from Monin-Obukhov stability fJntion for atmospheric boundary 
layer. ok2 are empirical coeffldents determined from unstratified flows (I = 
0.41) and from the atmospheric boundary layer (Q - 5) such that no calibra- 
tlon is required for estuarhes. Limited to small ZR (i.e., r/LsO.CXXS); where C= 
momentum plv’ - c k?(duldz) where c = ratio of momentum mixing iength 
to mass mixing length and assumed constant for smaIl z& and minimum ap 
is small (i.e.. less than 3 to 5%). This form is generally inaccurate like the 
Holzman (1943) eq. because Ro’s (d) except for small vIuue8 of Ro’. Doe5 
not fit strongest stratification data from the Great Ouse Estuary at all. 
Derived from eq. above by noting these eqs. are approximately equal as 
ok’Ro’ - 0 and from agreement with data. This equation fits the Great Ouse 
Estuary data as well as any similar form based on R with n = 1 or 2 but a$ is 

! known without data fitting from unstratified flows (k = 0.4) and the atmos- 
phenc boundarv laver (a = 51 and Ro’ is less error orone than Ri. 

‘Based on data of Jacobsen (1913) and reported byauthor to better fit than 
other forms. Knight 61 al. (1980). Nelson (1972). and Delft (1974) show this i8 
inaccurate 

Ez = y 1 1 E,, “ Derived from dimensional anarysls and c&bra!ed with Grea! Ouse Estuary 

1+Ro 
cata, y = 0.062 and r = 0.379. This is a grossly empirical eq. rhat must be 
cal,brated for each estuary 01 interest and it lacns some vertical resoiution be- 
cause of the definition of Ro 

I 
b0 = Vertical eddy viscoslry coefficient for unstratified open channel flow = kzu.(l - z/D), 
k = von ffirman’s constanf assumed to be 0.41, 
2 = verbcal ooordinate axis: distance above bottom boundary, 
“. = shear velocity - [gSD)lR where S IS the slope of the energy gradient (or water surface if the flow is approximately uniform), 
D = depth of flow (assumed to equal hydraulic radius), 
n = exponent for Munk and Anderson stability function; n = 1 for Rossby and Montgomery (19%) function, and n = 2 for Kent and 

Pritchard (1957) formulation, and n = -1 for the Holrman (1943) lormulabon. 

B(n) = constant in the Munk and Anderson stability function for different values of n (i.e., 1.2, and -1) that varies for each estuary and 
must be cahbratod of esttmaied from other estuaries, 

R = 
Qg 

gradier,t Rchardson number = -- 2 
; = average density. 

Q = gravAat~onal constant. 
‘+/al = density gradlent 

f-qo’ = Richardson number based or, shear velocity = 
&A’& = velocity gradient. 

- 
MoninUbukhov constant = 5. 
densipi difference over the depth 

Ro* = gross Rchardson number based on shear velocity = -% of flow. 
kJu* 

conditions are difficult to reproduce as others 
would expect (Munk and Anderson 1948, 
Henderson-Sellers 1982). 

Of the two forms of the Munk-Anderson formula, the 
Rossby-Montgomery form seems superior to the Kent- 
Pritchard. This is clearly demonstrated from the 
studies by Odd and Rodger (1978) and from French 
and McCutcheon (1983). Perhaps tidally averaged 
data favors the Kent-Pritchard equation. In addition, 
French and McCutcheon demonstrate that the 
Rossby-Montgomery form is less error prone. 

Also, in comparing the results of Kent and Pritchard 
(1959) based on tidally averaged data, 10 other studies 
using profiles that have not been averaged or at least 
not averaged over periods of more than several 
minutes (Odd and Rodger 1978, French and Mc- 
Cticheon 1983. Knight et al. 1980), there seems to be 
an effect of tidally averaging. If differences between 
flow condfiions in different estuaries are unimportant, 
the effect of tidal averaging on modeling venical struc- 
ture may be up lo an order of magnitude of difference which In was generated. When a strong halodine 
in the value of /?. exists In the estuary there is an uncoupling between 

flow conditions in the lower layers that generate tur- 

The poor predictions from an eddy viscosity fomxtla- 
tion are expected in higNy stratified flows because the 
basic concept was developed for uniform flowswbere 
turbulence is dissipated under the conditions under 
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Table 529. Observed Values of the Conclanls In Varlow Fownc d the Hunk-Anderson SLabllity Function 

source I P(l) t B(2) &-I) I Flow condrtton 

Rossoy and Montgomery 40 Heywood’s wind protrIes at Leaf&I 
(1935) 

~verclrup (1936) lC-13 Wrnd profrles over Spitzbergen snow field. From Munk and 
Anderson (1948) 

‘Munk and Anderson (1948) 10 Cceanrc thermocline trom Jacobsen (1913) for Randers 
Fjord ana Schultz’s Grund 

~ Pasquill (1949) 12 - 12 Wnd profiles in 2 meter layer ovef grass. From Nelson 
(1972). 

Kent and Pritchard (1957) 2.4 0.24 0.06 James Wver Estuary 

Pritchard (1960) 0.28 James River Estuary 

Pasqurll (1962) 2.5 Rider’s (1954) wind protiles. 

6 Taylor’s (19MI) anarysis of Rider’s (1954) and eddy flux data 

t 
01 Swinbank (19551 

~Vreugdenhil 1966 30 Data source unknown. From Nelson (1972) 

Nelson (1972) 10 2.5,S.O 3.3 ‘tind profiles Rider (1955) and oueslronable pope flow data 

1 trom Ellsi~n and Turner (196OJ. (1954) and Deacon 

Wd and Rodger (1978) 160 ! 13 ,Great Ouse Es!uary. Fit by minimizing the relative error. 

Knrgh! et el. (1980) 

‘“eda et al. (198tj 

110-160 I 13-M 3.4 Great Ouse Est,uary usual fit. 
2.5 I - Atmospheric boundary taysr. From Henderson-Sellers 

1 (1982). 
Henderson-Sellers (1982) 0.74 i - .Rederived from data of Ueda et al (1981) 

I 
,French and McCutcheon 1 30 ; 10 t - ]Greal Ouse Estuary. Fit by minfmrzing the root mean I 

bulence and the upper layer conditions where some 
turbulence is dissipated. When the exact stratification 
structure must be known to determine a waste load 
allocation or a cause and effect, more elaborate tur- 
bulence closure schemes may be required (see Rodi 
1980, Sheng (1983), and Bumberg 1977). If vertical 
structure is repeated during critical conditions, how- 
ever, it may be possible to calibrate an eddy viscosity 
model from measurements using the approach of Odd 
and Rodger (1978) or French (1979) and French and 
McCutcheon (1983). The choice is governed by 
whether prediction of highly stratified conditions is 
more feasible than catibrating an eddy viscosity model 
with extensive and difficult to collec? data. 

If calibration Is chosen, a number of alternatives are 
available. First, a sile speci!ic equation like that 
developed by Odd and Rodger (1978) can be 
developed. Odd and Rodger noted that the Munk- 
Anderson formula shoud be modified if Rizl and a 
significant peak in RI occurred in the lower 75 percent 
of the depth of flow. Second, French and McCutcheon 
(1983) show that less precise, more empirical ap- 
proaches may yield better results. French (1979) 
shows that a simpler stability function can be der*Ned 
by dimensional analysis that uses a gross Richardson 
number based on shear velocity. French and Mc- 
Cutcheon (1983) found that this simpler equation (see 
Table 5.28) predicted eddy Viscosity better than the 
complex four equation hybrid model proposed by Odd 
and Rodgers (1978) that is also given in Table 5.26. 

Unfortunately, the simplification by French must be 
calibrated for any use whereas the Odd and Rodger 
hybrid equation is a direct extension of the Munk- 
Anderson formulation that may be considered for use 
without calibration in screening calculations (or at least 
the Odd-Rodger formulation should be considered 
before the French equation when calibration is not 
possible). 

The final type of formuiation is a class of equations 
adapted frcm work in the atmospheric boundary layer 
using different stability parameters. First, McCutcheon 
(1983) notes that the most direct application of the 
atmospheric boundary layer work involves the Monin- 
Obukhov stability parameter (see Table 5.28). How- 
ever, the stability parameter z/L where L is the 
Monin-Obukhov scaling length (Monin and Yaglom 
1971), is very difficult to numerically compute even 
compared to the gradient Richardson number. In ad- 
dition, there are data (Nelson 1972, Delft 1974) to show 
that estuaries and coastal areas strat’Q to a greater 
degree than the atmospheric boundary layer and 
strong indications that the layer of constant stress may 
be less deep in water flows (see Henderson-Sellers 
1982). The result is that only limited direct application 
of the other data for stratified flows is fully feasible. Any 
application of this sort is limited to small values of Ri. 

Second, McCutcheon (French and McCutcheon 1983) 
shows that the Monin-Obukhov stability function can 
be converted to a Richardson number (based on shear 
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veto&y) function for small z/L This conversion allows 
one to maintain the emplrical constants determined 
from extensive measurements (i.e. von Karman con- 
stant determined in unstatified flows as 0.4 and P deter- 
mined as 5 to 7). Unfortunately, the resulting form (see 
Table 5.26) Is of the same inadequate form as the 
Holzman type equation and has only a limited range of 
applicability. However, comparison with the Great 
Ouse data Indicates that the proper form should be 
similar to the Munk-Anderson form, shown as the third 
equation under French and McCutcheon (1983) In 
Table 5.28. Further, it can be observed that the con- 
stants should retain the same value determined from 
other conditions (i.e., k = 0.4 and a = 5). The second 
Wo equations under French and McCutcheon (1983) 
in Table 5.28 must be equivalent In the limit 

k 2a Ro ’ 4 0 according to the procedures generally 
used to investigate stability functions (Monin and 
Yaglom 1971). The link between the Monin-Cbukhov 
stability function and the functions derived by Mc- 

Cutcheon are theoretically tenuous but the formula- 
tions do as well as any others in describing the vertical 
mixing in the Great Ouse Estuary and this was ac- 
complished without the extensive calibration required 
for all other formulations (French and McCutcheon 
1983). It is also notable that the parameter Ro’ is much 
less error prone than Ri (e.g., computations of U. are 
more precise than those for au/dz. 

As a result, the best methods to represent Ez seem to 
be the third equation from French and McCutcheon in 
Table 5.28 or the Rossby-Montgomery equation if the 
estuary Is not strongly stratified. The McCutcheon 
formulation can be used without calibration in some 
cases. The value of p(l) in the Rossby-Montgomery 
equation should be taken as about 10 to 30 (see Table 
5.29) if calibration is not possible but reduced values 
of about 2 or 3 may be more useful if tidal averaging is 
involvd or 100 or more if predction of sharp halodines 
(Ri > 1) is to be attempted. Calibration to determine a 

Table S-30r.Vuloue Meene of Represonllng the Slablllty of Strrllfic~tlon end the Rel~tlonshlp between V&rlous Parsmeters 

I Daflnltlon 

t- 

Grrdient 
Richardson num- 
ber, Fti 

shear 

r- 

Rchardson Num. 
bar. &a’ 

Richardson num- 

Richardson num- 

Froude number, 
-(Ro)-’ = Fr 

Fr 

Monin4bukho . = Rfor -2K 
s mall zJL 

-1 a = Rip, = Ro’k-2,; - -R 
lnymbu, 4 . 

I Brunt-Was&a Ire- 
qurncy. N1 

- / 
Notatma: p-constmt drnsity grediont 

@,,,- Monin-ObukhOv stability function 

I 

- / - 1 - 1-h 1~ F,-2 ) - / - 1 - 
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or p for each individual estuary 1s presently required if hydrodynamic models (McCulcheon 1983) useslightly 
the waste load is sensitive to vertical mixing. Where different forms as given in Table 5.30a. These stability 
Ri > 1, hlgher order turbulence closure modeling is functions should be converted to the required form or 
necessary or extens’we calibration of the eddy viscosity the constants corrected as necessary. Table 5.30a 
model is required if vertical mixing Is important. gives preliminary guidance on the relationships in- 

vdvd but these have not been thoroughly checked 
Finally, these recommendations are specific to the use and tested. 
of the stability parameters Ri and Ro’. A number of 

SUPPLEMENT IV: BRIEF REVIEW OF TURBULENCE CLOSURE MOOELS 

In recent years, 2 and 3 dimensional turbulence clcsure 
models have been employed In environmental 
problems (e.g., HYDROQUAL 1987). ASCE Task 
Committee (1988) gives a good review and assess- 
ment of various types of turbulence closure models. 

The starting point of all turbulence closure models are 
Navier-Stokes equr:ions (see Hinze 1975, Rouse 1976, 
Monin and Yaglom 1971). These equations include all 
details of turbulence fluctuations, but can only be 
solved, at present, by introducing time averaged mean 
quantities. Turbulent quantities are averaged over a 
time step that is large compared wtih the time scale of 
turbulent motion. The equations In Table 2.1 are the 
result. Averaging and relating the resulting turbulent 
fluxes to mean flow properties Introduces eddy vis- 
cosity and eddy diffusivity parameters into the flow and 
mass transport equations. These coefficients are not 
related to fluid properties, but are controlled by Row 
intensity and estuary morphology as well as grid 
resolution and other factors. The critical steps in tur- 
bulence modeling is to relate these turbulent coef6 
cients to average variables (Le., velocity, pressure, and 
concentration), empirical constants, and functions, so 
that this set of equations become a closed set having 
one rnore equatlon than unknown. Turbulence closure 
models are classified according to how the equations 
are closed. 

Prandtl (1925) suggests that eddy viscosity can be 
related to the local gradient of mean velocity and a so 
called mixing length. This theory has been applied and 
modifii by many researchers (e.g., Munk-Anderson 
1948, Patanker and Spalding 1970) but mainly in two- 
dimensional thin-layer flows with only one significant 
velocity gradient (Rodi 1980). Table 5.28 lists some 
empirical formulations developed for this theory. As 
ASCE Task Committee(l988) points out, the mixing 
lengththeory assumes that the transport and history of 
eddy effecfs can be neglected. It is therefore, not very 
suitable when these effects are important, as in many 
estuaries. In some cases, -however, mixing length 
models give reasonably good results when applied lo 
estuaries. 

To account for the transport and history of eddy aff ects, 
one-equation models have been developed which re- 
late eddy viscosity to turbulent kinetic energy and a 
leng:h scale (Kolmogorov 1942, Prandtl 1945). The 
kinetic energy equation (k-equation) was derived from 
the Navier-Stokes equations which describes eddy 
energy transport and history. So, theoretica!ly, one- 
equation models are more suitable than mixing ler@I 
models when applied in estuaries. But the length scale 
In this method is not convenient to determine, and can 
only be determined through empirical equations 
(Launder and Spalding 1972). Two-equation modeis 
have also been develolped and have become more 
popular based on their greater utility. 

Two-equation turbulence closure models Introduce 
one more equation (c-equation) which Is used to deter- 
mine the length scale. Together with the k-equation 
(Rodi, 198U), they can account for the fransport of 
turbulent energy and also the length scale of the tur- 
bulent motion. They can be used in the situations 
where the length scale can not be prescribed by em- 
pirical equations, and have been applied success!ully 
in many situations where simpler models failed (Rodi. 
1980, 1984). But, the length scale equation has been 
criticized as not universal enough (e.g., Mellor and 
Yamada, 1982). Also. the k-equation assumes a direct 
relation between eddy viscosity and eddy diffusivity, 
and turbulent kinetic energy (which is a velocity scale). 
In some situations, eddy fluctuations, stress, and the 
scale used to describe them develop ditierenlly. 
Therefore, more complex stress/flux -equation mcdels 
have beendeveloped which abandoned the k-equalion 
used by the above r&o methods. These models are 
promising in the sense of universality, but are still in the 
stage of research and have not yet been tested enough 
(see Rodi 1980, Launder 1984, Mellor and Yamada 
1982, Gibson and Launder 1978). So far, turbulence 
closure m&els have been employed mainly in the 
research programs. Though there have been some 
notable environmental applications (e.g., HYDRO- 
QUAL 1987), it should be noted that turbulence models 
can be reasonably applied only when the model as- 
sumptions are not violated, and the extensive require- 
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ments for expertise, data, and computation facilities 
are met. Presently, cost compared with the benefits 
mlght make jt unfeaslbfe to employ a turbulence 
closure model in a partlcular estuary waste load alloca- 
tion study. Hopefully, this will change the near future. 
For more detailed turbulence model descriptions, one 
can consult ASCE Task Committee (1986), and Rodi 
(1980). 

It is a good suggestion that one use one-dimensional 
hydrodynamic models, which lump turbulence effects 
Into a simple roughness coefficient discussed in Sup- 
plement I and are throughly tested, much easier to 
implement and well documented, whenever possible. 
If it is decided that a turbulence model should be used, 
one should be fully aware of the expertise and cost 
required. 

SUPPLEMENT V. SELECTION OF DlSPERSlON COEFFICIENTS 

Dispersion coefficlen!s are empirical analogs of the where C Is concentration of the cons:ituent being 
molecular diflusion coefficient defined In the advective- modeled; U, V, and Ware mean water vetocities in the 
diffusive equation: x, y, and z coordinate directions, respectbety; and Dx, 

D,, and DZ are the longitudinal, lateral and vertical 
dC . d(L’C’1 + 8(l’C) + qwc ) 
Xf &I 

dispersion coefficients, respectiety. ES is the wm of 
@ a2 all soxces and sinks of constituent C. Typical values 

d2C+&+D “zc+u 
of longitudinal, lateral, and vertical turbulent dispersion 

=D 1 &2 $2 Lap 
(5.22) are much larger than values of thermal and molecular 

diffusion as shown in Figure 5R4. 

10’ 10' IO‘ 10' 10' 1O-r lo-' 10“ lo-' 
-ON C-7 h m= I-' 
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Figure 524. OttfusIon Coetkier~I~. 
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The dispersion coefficients can not be defined in terms 
of physical properties of the water. These represent 
coefficients of propoftionallty relating velocity 
gradients (au/ax, dV/ay, and aW/dz) to correlations of 
turbulent fluctuations of concentration, c’, and velocity -- 
(u’, v’, and z’) written as: u’c’, v’c’, and w’c’ (Mc- 
Cticheon 1969). As such, the coefficients of propor- 
tionalityrepresent a methcd of simplifying thetransport 
equation so that it may be reasonably solved. The 
dispersion coefficients are therefore, functions of tur- - 
bulence (u’c’, v’c’, w’c.), which in turn are related to 
flow conditions in the estuary, and the method of 
averaging over time or space. Greater numerical dis- 
persion and thus lower actual specified dispersion 
results when the equations are solved over greater 
element distances or averaged over longer time 
periods. The coefficients can not be predicted but a 
number of empirical relationships have been observed 
that can be used to estimate initial values. In addition, 
there are a number of case studies that establish rep- 
resentative values. These initial values are then 
modified as necessary to calibrate the model. 

VJhen es!imating the dispersion coefficients, it should 
be noted that these are empirical factors that are not 
only related to the turbulence in the flow but that these 
values are also influenced by the way in which Equation 
5.22 is solved. Therefore, at least minor differences are 
expected to be found if different numerical schemes, 
bi[h differing degrees of numerical dispersion are 
employed, or if different length and time scales are 
used in solving the equations. As a result, any obser- 
vational experience obtained from similar estuaries or 
from predictive equations based on past experience, 
are useful as Initial guidance but may not be adequalely 
related to the conditions in the estuary being simulated 
with the form of Equation 5.22 In the model being used. 
This includes use of eddy viscosity values obtained 
frcm prior calibrations of different models in the estuary 
of interest where some difference may occur between 
the final calibrated values and the previous estimates. 
In addition, the use of case studies from other estuaries 
must be carefully considered to be sure that the 
m!ibrated model was sensitive to the dispersion coef- 
ficients. If the calibrated model was not sensitive to the 
dispersion coefficients, the final values may not be 
estimated precisely. 

Generally, concentration distributions in estuaries and 
streams are not sensitive to dispersion coeficlents 
(Krenkel and Novotny 1980). Therefore, precise 
calibrationusually is not critical. 

The general guidance is somewhat similar to that used 
for the selection of eddy viscosity values and Is as 
follows: 

1. 

2. 

* . 
relative lmoortance 

bv various mechanisms. These 
mechanisms include shear flows set up by tides 
and river flow, m-king by wind shear, and mixing 
by internal density differences. The Importance of 
these mechanisms indicates how best to select 
dispersion coefficients. Various methods include: 

a. -ion of shear flow disDersion, Fischer 
et al. (1979) notes that dispersion can be 
reasonably estimated in estuaries that are 
long and narrow, or wide. Shear flow disper- 
sion, usually acting along the longitudinal axis 
of the estuary, is mosl important when mixing 
times across the estuary are approximately 
equivalent to times required to mix along the 
axis of the estuary (Fischer et al. 1979). Fis- 
cher et al. (1979) note that the maximum lon- 
gitudinal dispersion due to shear is 
approximately 

Kx = O.l(O.2 cl *)T (0.8) 0.w 
Where Kx is expressed in m2 s-‘, (0.2U) is as- 
sumed to approximate the deviation of the 
velocity in a cross section from the cross sec- 
tional average, T is the tidal period in seconds, 
and the constant 0.8 is derived by Fischer et 
al. (1979, see their Figure 7.4). U is the mean 
tidal velocity. Fischer et al. (1979), illustrates 
this method of estimation. 

b. Won of fresv Officer (1976) 
describes how freshwater and observed lon- 
gitudinal salinity gradients can be used to es- 
timate longitudinal dispersion. 

c. 4/3’s &, It has been widely observed that 
lateral dispersion can be estimated frum the 
empirical formula: 

KY = constant (Ienglt ~cafe)~ (5.24) 

See Bowie et al. (1985), Officer (1976), and Fig- 
ure 5.25. 

S Tables 
5.30b, 5.31, and 5.32 compile the readily available 
estimates of tidally averaged longitudinal coeiii- 
cients, longitudinal dispersion coefficients ob- 
served in two-dimensional estuaries and coastal 
waters, and lateral dispersion coefficients. These 
values should be used to confirm the reasonable- 
ness of estimates made with Equations 5.23 and 
5.24 or to provide preliminary estimates for the 
wafer body of interest. See Officer (1976). 
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Tablo 5-3Ob. Tidally Averaged Longttodlnal Dlsporslon Coefficlentr Observed In Selected One Dlmenslonal fLstu8rlem 
[Hydroulenco (19711, Offfcor (1976) and Bowlo 01 al. (1985)] 

F*tlla W 

Low Flow Nat Longlludlnal Dloperelon 
Freshwater Inflow Non-tldal Velocltv CoeMclant 

fm3 '1) 1 If+ "1 I (mt") !hS" ,& '1, ] ‘1) Comments 
Non” &Qprtca 

iudson River 106to637 3,750 10 - _ 450 10 1,soo 4,640 to 
Aouth 22.500 16.133 

JFrom O’Conner (1962). Found 
,correlation between flow and Ux 

‘otomac 56 2wo - - 61059 6510635 !Estimated from me fraction fresh. 
water method and dye studies by 
t-Ming and O’Connell (1965, 
1966). A very consistent relation- 
ship between Kx and distance 
downstream 01 Chain Bridge ob- 
served 

Lan Francirco Bay 
Suison Bay 
Sacramento and 1 
San Joaquin 
RiVOf# 

Northern Am-i - 

Southern Arm _ 

- - - a lo 1,400 600 to 15,CClCJ Determined by Bailey (1966) 

9togo - - - 100 to l,m from dye studies of one lo a few 
days in duratron. 

Determined with the fractron of - - 3010 1,770 320 to 19,WO 
freshwater methoo by Glenns 

1010 100 - 19oto 1,900 and &Neck (1969) from measure - 
ments over 3 stages of the trdal 
cycle a1 2 or more depths. 
Glenne and Bailey also used 

I 

silica as a oonserJative tracer ant 
coni~rmed that values of Kx were 
acxxrate. 

‘aquina 17 
low flow 1 

6oto653 - - 650 to 9.160 Burt ana Marriage (1957) deter- 
141099 - 140 to 1,066 mined these values by fraction of 

freshwater method. High flow ti 
significantly higher than low flow 
Kx. 

United Kingdom 
I(arrows of Mersey 25.7 907.6 _ _ 161 1,733 Estimates based on the fraction 

103 3,637 _ _ 359 3,864 ‘freshwater method measured at 
various locatIons along with 
salinity concentrations averaged 
over tidal cycles. 

hem - - 54 10 174 - - 581 IO 1,873 Kx values recomputed by Bow- 
den (1963) from estimates of 
Stsmmel (1953). Bowden in- 
cluded the freshwater inflow from 
tribuiaries in the franion of fresh- 
water method and dertved sig- 
nificantly larger values. The 

;outharnpton 

hames 

‘v 

higher values are representative 
of a section with a tidal bore. 

158 1700 ffi computed by fraction fresh- 
water method by Dyer (19731. 

low flow _ - - 53 570 At 16 Km (10 miles} and 40 Km 
04 904 (25 miles) downestuary 01 Lon- 

don Bridge. 
high flow _ 336 - 3,638 ]At 46 Km (30 miles) downesluary 

‘of London Sridoe. 
50 1,766 _ _ sot0 135 WI lo 1.453 Estimates by the fraction iresh- 
100 3,531 70 to 210 750 to 2,260 water method. Estimated by the 
200 7,063 30 to 470 320 to 5,~ fraction lreshwaler method. Kx 
300 10.600 70 to 700 750 10 7,530 varies at each location as a func- 

tion of freshwater discharge. 
1-e-e 

I 

Ariake 0x1~ - 

J*Y(lrl 

- - 670 - 7,212 Derived by Higucht (1967) from 
an observed longitudal Winity 
profile caused by freshwater in- 
flow of the Chikugo River. Dif- 
fusion of small dye patches were 
found to follow the 41’3’s law. 
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Table $31. Longttudinal Dispersion CoeMclents Obseruod in Selected Two Dlmanrionrf Estuatins and Coastal Water Sludlar 
[Hydrosclencr (1971), OMcer (1976) and Bow10 et al. (1985)] 

t 
Low Flow Net Longitudinal Dlcperrlon 

Frorhwater Inflow Non-tidal Veto&y c00ffkknr 

Estuary (m’s”) (tt ) 3s.1 ( ms”) 1 (tit”) (m’s”) I ItA”) Comments 

Irish Sea 

North Sea 

Fiti of Fal 

Blackwatsr 

Osaka Bay and 
Mnushima Bay r Ariaks Bay 

; 

I 

- - 

- - 

- - 

bitea Kingdom 

OX035 0.0115 300 to 900 5.360 to - - Estimated from the longitudinal salinity 
9,690 gradlental across a section between Lands 

End and Cape Clear and between St. 
Davids Head and Camsore Point using the 
simplified contrnuiry relationships known 
as Knudsen’s relations. Large values at- 
tributable to large depths and extremely 
large horuontal lengrh scales. 

21.7 to 9.6 234 to 103 - - ,Estimated from dye spreading experimenls 
1 with instantsous point injections tracked fDr 
!up to 60 hr. K. = 0~21. 

0.4 to 3.6 4 3 10 36.9 - - Estimated from dye spreading experiments 
wrth inslanteous point injectIon tracked for 
up to 7 hr. K. = 0~21. 

13to27 14oto291 - - Estimated from dye spreading experiments 
with mstanteous porn! injecrlons trackec for 
LIP to 12 hrs.K. = a,/2t. 

?apan 

0.5 - 5.4 - - - Determined by calibration of a heat 
balance model for thermal plume rnjected 
into the bay from a power plant. 

0.25 to 5 - - - - 2.7 to 53.8 Delermined by Higuchi (1967) from dif- 
fusion of small dye patches in the bay. The 

.data follows the 4/3’s law. 

Dlrcharge, 1 d ft’s-’ 
2 4 6 6 10 
I 1 I I I- 

/ 

Pool 

Broughty Ferr 

0 - 40 80 120 160 200 240 280 

Olscharge, di’ 

Figure $26. RoleUonohlp between Longttudlnrf dlsperslon 
coMIclent and dischwgr In l Scottish estuary 
[west and WIIItamr (1972)]. 

Figure 527. RelaUonrhlp between longhudlnal dlsperrlon 
coefficient in the Potomac Estuary and dlstsnce 
downestuary from the Chain Bridge In 
Washlnglon, D.C. 
[Hmtflng and O’Connell (1966)]. 
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Table 632 Lateral Dlrperrlon Coetllclenta In Ertuarlea and Coastal Waters (Otficer (1976)] 

Eslurry 
Lalarel Dlsparslon Coefflcleni 

(,n%.‘) fh’s~‘) Comments 1 
United Kingdom 

Sworn Estuary 2 22 Estimated by de TurAe and Jarman (1965) from the mixing o! the thermal 
plume entering the estuary with the River IJsk into the &istol Ghannei Using ob, 
sBrve0 temperature dsiributiont, CxJOlinQ water flow raies. river flow rates, ma 
assumptions aboat the dWibution of the came6 al the outfall. Ky was related 
to the lateral dimensions of the river. 

Faf Estuary 1.5 16 Estimated lrom dye spreading perpendicular to the axis of longitudinti Spread- 
ing of an instanteous point injectron, Spreading occurred over periods Of up 10 
7 hrs. Ky = o-y/L?f. 

Blackwater Estuary 3 lo 9 32 to 97 Estimated from dye spreading perpendzcular to the axis of longitudinal w-d- 
ing of an instantaneous point injection. Spreading occurred over periods Of Up 
to 12 hrs. Ky = uyG-t 

North Sea (between 1.4 lo 6.0 15to65 Estimate0 from dye Spreading perpendicular to the a*is of longitudinal spread- 
U.K. and Europe) ing of an instanteous point tnjemon. Spreading occurred over periods Of Up 10 

12 hrs. Ky = uy/2t 
Irtsh %a (between 1lOto 1,480 1,164 to 15,930 Based on a simple heat balance by Bowden (1948). 
U.K. ana Ireland) 25 270 Based on a steady-state Mlt balance and assumptions that the longitudinal 

sa!+‘gradienl tnrough 1% Sea is linear, the lateral gradbent is paraoolic. the 
vertical sa11 balance terms are negligible. lateral advection can be negleCted, 
and Ihe h0rzon:al advecttve veloctl,es are on the order of 0.005 m S ’ 

16 n s.‘). 

3. Correct Theseareas 5. SdisDersion coefficient The Ion- 
typically occur in the lee of islands and other shore gitudinal dispersion coefficient tends to inCreaSe in 
line irregularities or where bottom roughness or the downestuary direction. See Figure 5.27 for an 
topography changes drastically. illustration of the expected behavior. 

4. Relate dispersion coefficient to freshwater dis- 
charge. If the waste load allocation covers more 
than a single freshwater discharge conaitjon, lon- 
gitudinal dispersion coefficients are typically re- 
lated to changing freshwater discharge as 
illustrated in Figure 5.26. 

6. Select vertical disDetsion CneffiCientS, MC- 
Cutcheon (1983) lists various formulas that are 
useful. Typically a formula is selected and modified 
ii necessary during calibration. See guidance onthe 
selection of vertical eddy viscosity. 
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Table S-33. Evrporatfon Formula for Lakes and Reswvolrs [Ryan and Harleman (1973)) 

Evrporetion Rsts UntW for ObseNa- Tlmo 
Exprnsion E, u, and lion Levols Scala Waler 

In Origlnal Form E’ Incre- Body 
mentr 

h4arcianr E = 6.25xlO%~(e,~s) ! cm(3 hr).’ &n-wind 3 hrs Lake 12.4ua(eo+) Good agreement with 
and liar- knots m+‘,. Day tiefner, 17.2u2(e,a2) Lake Mead, lake 

be& (1%) mb Okhhoma Euarmbene and PJJS- 
2567 acres Sian Lake data. 

Kohler 
(1954) 

‘E - 0.003Wu~(r,+z) / In.(aay)“ rlm-wlnd Day MO 
mtleu(day)” 2ms. Hsfner, 

I ~CMahoma 

1 5.9u4eo*2J 
17.%2(‘3&2) 

EssantiaJly the -0 u 
lhe tAk0 ktefnOr For- 
mula. 

Moyer IE- 10(1 +O.lu~)(e,+a) In (month)” 
(1942) ; 25 tt-wrnd 

Aorton E= (XQ+SOua)(e,+j~p ‘n.(montn)” 
1976) 

i 
mph 

in Ho 

bclwer :E=O.77’[1.4&- ; .n.(day)” 
1931) 0166Eqx 

1[344+o.118ujieo+3~ 
mpr, 

I i 
in. Hg 

I hvhere B = atnos. press 

! 12567 acres 

2m-wind 
2mtl. 

Ponds and 

25 ft -wind Monthly SmaIl 
25 n+l. iakes and 

:res.ervoirs 

(43+ 14u2J(eo-e2) Rasaa on Russian ex- 
perience. Reoom- 
mended by 

~ 

b 

.I 
h*Jrnldq Increase con. 
stants by 10% if average 

f maxmum and mini- 
1mu-n used 

73.5+ t2.2u8)(e0e;j [Data irom meleorologi- 
p3.5~ 14,7ua)(e,-e2) 

r 
I stations. Measure- 

ment heqhts assumed. 

(67+ lOusj(eo-82) Extensive pan measure 
ments using several 

pes of pans Corre- 

l For each formula, the units are for evawratlon rate, wind speed, and vapor pressure (i.e., in Meyer’s formula evaporation rate is in in- 
ches montn “, wrnd speed is in mrles per hoJr (mph) measured 25 beet above tne waler surface, and vapor pressure is in inches of 
mercury also measured at 25 feet). 

l * Measurenent herghts are specrfred as subscript s tc wrnd speed, u. and vapor ;p. I ressure e. The units for evaporation rate, E; wind 
speeo. and vapor pressure or saturatrcn vapor pressure (e, and eO) are BTU ft. day ‘, mrles hr.‘, ana m.m Hg, respectrvely 

SUPPLEMENT VI: SELECTION OF WIND SPEED FUNCTIONS: 

All mechanistic temperature models have at least one 
empirical function, known as the wind speed function, 
that must be specified during the calibration proce- 
dure. Even equilibrium temperature approximations 
have the wind speed function embedded in the first- 
order heat transfer coefficient (t.WXcheon 1989). 
The wind speed function is typically expressed in 
Stelling’s form (Bru-tsaert 1982) as: 

E = (a % bu, ) (e. - ea ) 
where E is the heat flux due to evaporation, (a + buw) 
is the wind speed function tobe specified as part of the 
calibration procedure, and e3 - ea is the difference 
between the saturation vaoor pressure of the atmos- 

phere at the ambient temperature (eo) and the 
measured vapor pressure (ea). 

Whether the waste load allocation is sensitive to the 
choice of wind speed coefficients or not determines 
how precise the calibration must be. Generally, tne 
final results are not expected to be overly sensitive to 
temperature predictions. Temperature gradients are 
normally not as strong as salinity graddents and chan- 
ges in temperature over the estuary do not seem likely 
to cause large differences in biochemical reactions. 
The wind speed function, therefore, is expected to be 
most important when simulations extend over 
seasonal changes (i.e., spring into summer) and when 
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the evaporative heat flux Is a significant part of the 
estuary heat balance. 

Typically, a wind speed function is selected from the 
compilations of available functions given in Tables 5.33 
and 5.34. The best choice from the compiled values is 
one that has been developed for a water bcdy of similar 
size at approximately the same latitude. Shore line 
conditions that influence aerodvnamic rouahness and 
the atmospheric boundary layer over the estuary 

should be similar if possible. When the wind speed 
function is modified during calibration, it is usually best 
to change the function by a constant multiplier rather 
than arbitrarily changing the coefficients a and b (Mc- 
Cutcheon 1989) by disproportionate amounts unless 
the physical meaning of the two coefficients Is well 
understood (e.g., see Wunderfich 1972, Ryan and Har- 
Ieman 1973). 

Tabto 5-34. Evaporation Formulaa wunderllch (1972) and McCutcheon (1999)] 

lnvcallgalor 

Penman (1956) 

Meyer (1442) 

Harbeck et al. 
(1QW 

Turner (1966) 

Evaporallon Rate Expresston 
E=f(u, e,, e, etc.) 

0.3s(O.5 +O.Olu~)(e,-e2) 

0.36(1 +O.lu7~)(e~s7,4 

0.078u2(eo-e2) 

0.00QX)u2(ec-e2) 

Units for E, u, & a Tlmo Typa 01 Water Body 
Scala 

mm day” - 
I 

Lake, meteorological data collected on tart 
milday @ 2m 

mm Hg 

in. month-’ Dally Small lakes, reservoirs, and pan avapora- 
mph @ 7.6m tion 

in. Hg 
in. day” Daily Lake Mead, NV 

mphC32m 
in. Hg 

ft. day” - Lake Michie. NC 
mph@m 

FV 
I 

0.0001291u~(e0*~) 

I 

cm. day -’ 
km, day” @ 2m 1 - t 

Easlerbrook 
WQl 

Jobson (MO) 

o.mm3m u2(Cu-C2) 

O.OOOCXI1942 u&-G) 
C is relative humidity, unitless 

(3.01 + l.l3u2)(efl2) 

mb 

g cm.’ s-l 
It. s-1 

mm day .’ 
ms-’ @ 2m 

- lake Hefner, mid-take 

Lake Hefner wmbined data 

- San Diego Aqueduct. Ch Energy balance. 

I kilopascals 

Faye et al. (1979) i 
I 

0 70(3.01 4 1 ,13u2)(e0+ mm day -’ - Chattahoochee River, GA 
ms.’ @ 2m 

L kilopascals 
McCutcheon 0.45(3.01 + 1 13u2)(e,+) mm day -’ 

ms” @ 2m 
15 min West Fork Trinity River. TX. 

(1982) 
kilopascals 

Fulford and (0.032 + 0.008~2) (co+) cm day .’ 2 hrs Small Channel at ambient temperatures. 
Strumm (1984) or ms” @ 2m Decatur, AL 

~0.012Ao’” + 0.01 3u2)(e0-e2) kilopascals 

(0.024 + 0.006u2)(e0+) Small Channel at elevated temperatures. 
or 

(0.010cw’” 
Decatur, AL 

+ O.C07u2j(e,-e2) 
ti is the virtual temperature 

difference between air and 
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SUPPLEMENT VII: SELECTION OF BACTERIA DIE-OFF COEFFICIENTS 

Traditionally, the bacteria die& process is consldered 
as a simple first-order decay, such that 

dN -= 
d 

-KBN (5-w 

where N = bacteria concentration {num/L3} 
KB = die-off or decay rate (l/T) 

The resulting distribution downstream Is 

aftergrowth, nutrient diffkiencies, predation, and toxic 
substances. After selecting a initial value forthe decay 
rate. adjustment shoutd be made to fit ttie prediction 
results to actual measurement by trial and error. Often, 
the actual bacteria decay is not exactly first-order. 
Underthese situations, thedecaying process isdivided 
into different stages. Each stage can be described 
reasonably well by first-order decay and a different 
decay rate (Thomann and Mueller 1987). 

h’ = h’oe-W 

where 

v;. = initiaI concentration of bacteria {r~um/L.~} 

In some cases, bacteria resuspension from the bottom 
can be important, so, a resuspension term is added 

An alternative way of selecting the initial bacteria decay 
rate is described in Thomann and Mueller (1987). They 
recommend an empirical equation which includes the 
effects of salinity, temperature, sunlight and settling of 
bacteria. 

d/S -= 
dI 

-A-+;MsR” (5.27) 

where where 

Vu = resuspension velocity {LIT} 
H = water column depth {L) 
kls = solids concentration in the sediment {MJL3} 
RN = bacteria concentrations based on solids 
{ num%} 

5% sea water = pcrccnt of salinity compared to sea 
water 

The solution of equation 5.21 Is 

h’ = hrc,fxf(--RR r) + y;p [l-cKy (5.28) 

For bacteria analysis and modeling. the order of mag- 
n?ude is often considered precise enough, so, steady 
state modeling is often employed. On the other hand, 
the fale of bacteria in natural waters is assumed to be 
a first-order decay, therefore all modeling procedures 
for other contaminants with a first-order decay are 
applicable to bacteria. 

1.07 = temperature corrcclion cocfficicot 
T = tcmpcraturc in OC 
U = constant coefficient in li&!lt correctior: function 
10 = surface solar radiation, CaUm*hr 
KC = vertical lic.ht extinction cocfficicnt in water 
column, I/m 
VS = settling ve!oriry of rarticulstc bacteria in 
n’day. Pr:ciseiv, ‘+‘!, should not include rcsuspen- 
sion, which is already accounted for with a resuspen- 
sion term in Eq. 5-Z. I3~t. lumping resuspension 
into i’S is also fcasiblc; rhcn VS becomes net settling 
rate. 

H = water column dcprh, m. 

Following is a simp!e examDIe to calculate bacteria 
transport. 

Table 5.35 and 5.36 compile the bacteria decay rates 
from studies involving salty and fresh waters, respec- 
tively. They can be used as a guidence to select initial 
rates for a particular study. Generally, the decay rates 
for coliforms are on the order of 1 per day, but can be 
as high as 48iday for marine outfalls. Virus decay rates 
are tisually one order of magnitude lower than that of 
bacteria. 

T = 25’C 
0 = 200 m3/sec 
u = 0.01 misec 
E = 50 m’lsec 
Discharge: 0.5 m3/sec. 4 x 106 fC,‘lOOml 
x = 5 km to bathing area 
So = 7 PPT 

In estuaries and other natural water bodies, the fate of 
bacteria is affected by many site-specific factors, such 
as (Thomann and Mueller 1987, Bowie, et.al., 1985) 
temperature, sunlight, salinity, settling. resuspension, 

Where PPT = part per thousand and FC is the number 
of fecal coliform bacteria. The problem is the water 
quality standard requires the fecal coliform bacteria 
concentrations in a bathing area to be less than 
200/100 ml. If an effective aftergrowth factor is as- 

(5.29) 
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Table S-35. Repotied Decay Rale Coefficlenis for %acterla rnd Vlrusea In !%sawalor and Brecklsh Wa1.r 
momann and Mueller (1987), Bowle et al. (1985), and Velz (ISBd)] 

I Dleoff Rate I 
; Coefficfenl l Temperature / 

Organlrm (cl-’ base 0) PC) I Reference Comments 

Coliforms: 

Total c&form j 1.4 20 Mancini (1978) Seawater 

(3 7 to 3.0) 
I 
I 48. Mitchell and Cham- - Collected from 14 ocean outfalls. variable temp. 

(8. to 84) bcrlain (1978) 

Total or fecal 0.0 to 2.4 - Hydroscienca New York Harbor Salinityz 2 to 18 o/oo. Sample kept 
zoliform (ISub) in darkness 

2.5 to 6.1 - Hydrosclenca New York Harbor Salinity: 15 oloo. Sample kept in 
(1976b) ,sunlight 

0.48 20 Chen (1970) iDerIved from the calibration of a model for San Fran- 
1 ,cisco Bay 

’ 0.48 lo 8.00 2G Tetra Tech (1976) ~Derived from model calibration for Long Island. New 
IYork Estuaries 

1 .o Observed In New York Harbor - Velz (1984) 
(summer) 

I 0.60 _ Velz (1984) Moracaibo Strait. Venezula; from observations by 

fsunmer) Parra Pardi. 

Feca; col1’3rm :710 llcl Fujioka et al. (1981) Seawater kept in sunlight 

E. co11 G 08 to 2.0 Anderson et al. Seawater, IO 10 33 0100 - 
(1979) 

reca’ streptxocci 1 :8to55 Fujioka et al. (r981) Seawater kept in sunlight 

Viruses: 

Coxsacnie 0.12 25 Colwell and Hetrlck Marine waters 

003 4 ,vw 

Echo 6 0.G-8 25 !Colwell and Hetrick Marine waters 

0.03 4 / (1975) 

Polio t)rpe I 0.16 25 j Colwell and Hetrick Marine waters 

0.05 4 j (19751 

Erte, t (polio, 1.1 t323 24 !Fujioka et al. (19KI) Seawater collected off Hawaii 
Echo and cox- 
sackie) 

*blse of values or t me of yea- In parenthesis. 

surr#ed to be 2, what percent a! fecal coliform bacteria 
in the downstream discharge should be cut off to meet 

the standard? 

Calculation of fecal coliform bacteria decay rate: 

a) the salinity of bathing area 

s = so E ux’E = 7c 0.01(-5~ 1’50 = 2.6 ppT 

b) the average salinity between the outlet and bathing 
area 

S = (2.6 + 7.0)/2 = 4.8PPT 
c)Take 35 PPT as 100% sea water salinity, then 

7% seowofcr = 4.8/35 = 14 5% 

d) Decay rate estimation 

& (u”c) = [0.8 + (0.006 * 14)] 1.4 = 1.24 dUJ’-’ 

This decay rate will be used without the catibration or 
adjustment that is needed in a real problem. 

e) Concentration and Bathing Area with no disinfec- 
tlon: 

u 

’ = 2E (l+d1+4EKB/u ‘) 

= +$ (1+v’1+4(~0)1.24/0.01~)=6.4x 1O-4 l/m 
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Table 536. Reporled Lhcay Aelo CoeWelonta for &clorle and Vlrurse In Frmshwahr and Slormwelor 
momann end Muolkr (1987), Bowle el II. (1 Oes), and Velr (I 984)) 

Orgrnlsm 
DIeoff Raw 
coemcknt Ttmper8tur8 Refrrenco CommenW 
(d” base e) PC) 

:ol~forma: 
Total coliforms 
Total or fecal 
cofiforms 

0.8 20 
1.2 (summer) 1 20 
1, t (winter) 5 
2.0 (JnlSept) _ 
2.5 (OcVMay) _ 
0.56 (DeclMar) _ 
1 .O (AprlNw) 
2.0 (JnlSept) _ 

0.9 (OcVMJY) _ 
0.62 (&c/Mar) _ 
0.7 (bJY/Nw) 

15.1 - 

0.46 (winter) - 

1.03 (summer) _ 

5.5 (summer) - 

G.41 
I 

- 

1.51 (summer)[ _ 

0.2 to 0.7 7.9 to 25.5 

1.0 
.7 ii 
2 6(1.19)T.~ 

I.64 10 to 17 
I.6 (August) - 

25 15 
262toO3.64 10 

3 3 to 2.7 20 
.O 20 
I01 to35 20 

0 46 to 2.0 20 

1.48 20 
1 .o to 3.0 20 

Aancini (1976) 
?ost and Streeter c 

1924) 

loskins et al. (1927) 

loskins et al. (1927) 

:tirell and Kochtitzky 
1947) 
Littrell and Furfarl 
1963 
Li!trell and Furfarl 
1963) 
MelI and Furfari 
1963) 
Sttrell and Furfari 
19b3) 
3ttrtll and Futiari 
1963) 
‘cl2 (1970) 

‘012 (1964) 

‘elz (1964) 

Vasser e! al. {1934) 
Vuhrmann (1972) 

bhlock (1974) 

‘elz (1984) 

Average freshwater 
From observed disappearance rates in the Ohio River. 

From observed disappearance rates in the Upper ltlinois 
River. 

From observed dsappearance rates In the lower llinois 
River 

From observed disappearanca rates in a shallow turbulent 
stream 
From observed disappearance r&s in the Missouri River 
downstream of Kansas Ci!y, Missourl 
From observed disappearance rates In the Tennessee 
River at Knoxville. 
From observed disappearance rates In the Tennessee 
River at Chattanooga. 
From observed disappearance rates in the Sacramento 
River downstream of Sacramento, California 
From observed disappearanca rates In the Cumbetlrnd 
River in Tennessee. 
From observed disappearance rates in the Scoito Rver. 
Ohio. Original dala from Kehr et al. 

From observed disappearance rates in the Upper Miami 
River, Ohlo. Original data lrom Velz et al. 
From observed disappearance rater In the Hudson 
Ftiver.downstream of Albany, New York. Original data 
from Hall et al. 
From observed disappearance rates in the Glan River 
From observed disappearance rates in a groundwater fed 
stream 
From observed disappearanw rates in the Leai River. MIS- 
sissippi 
From observed disappearance rate in Yeraw River, 
Venerula by Parra Pardi. 

lock (1971) 

Crais (1974) 

:Ftom observed disappearanw rates in a wastewater 
Jlagoon. 
‘From observed disappearance rates In maturation ponds 

lark (1974) From observed disappearanw rates in oxidation ponds 
Lanonl et al. (1976) IFron observed disappearance rates in Lake Michigan 
lannon et al. (19&Z+) From observed disappearanw rates in Ford Lake, 

Ypsilanti, Michiqan 
homton eI al. (1960) October 1976. March 19TI, June 1977. From observed dis. 

I 
appearanw rates in DeGray Reservoir, Arkansas. 

*en et al. iDerived from model calibration(l976 
Derived from model calibration for various streams. 
Derived from model calibration for Lake Ontario. 

Derived from model calibration for various strermr. 

I 
i 
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Table 5-36. Reported Decay Rate Chefficlents for Bacteria and Viruses In Freshwater and Stormwater 
~omann 8nd Mueller (1987’), Bowls et al. (1965), and Vslz (199d)] 

Dleoff Rats 
Organism chetfklent Temperature Reference Comments 

Id.’ base e) PCI 

Fecal streptococci: 
.S.ftMCdlS 0.4 to 0.9 20 USEPA (1974) Freshwater 

0.1 to 0.4 
‘(0 to 0.a 

4 
20 , Kenner (1978) Yenawha River 

0.3 20 Geldrlch and Kennsr Sforrnwalsr. observed from 0 to 3rd day 
0.1 20 ! (19-I Observed from 3rd to the 14th day. 
1.0 to 3.0 18 :Dutka and Kwan Hamilton Bay, LBke Ontario observed from 0 to 10th day. 

I-W 
0.05 IO 0.1 Observed from 73th to 281h day. 

S. bovis 1.5 20 Geldrich and Kenner Slormwaler 
(1969) 

Paihbgene: 
Salmonella 1.1 20 Geldrich and Ksnner ,Stormwater, observed from 0 to 3rd day. 
typhinurium (lgw 

0.7 20 Observed from 3rd to 14th day 
Sarmonella as to 3 18 Cvlka and Kwan Hamilton Bay, Lake On!ario observed from 0 to 10th days 
thompson 0.1 18 ,119Bo) Observed from 10th to 28th day 
Vlruscs: 
Goxsackis ‘O.TI 21 10 23 ‘Herrmann et a:. (1374) /lake Wogra 
Polio type 1 0.26 21 to 23 Herrnann et al. (1974) Lake Wrnqra 
Enteric polio, 0.15 0 Dahl;ng and Saver- Tanana River, Alaska under ice cover 
Echo, and cox- man (1979) 
sackie) 

Fecal Colifonn Bacteria Reduction percent with a 
growth factor of 2 

If there Is no background concentration of fecal 
coliform bacteria in the bathing area, reducing the?5?/0 
concentration in the fecal coliform bacteria load will 
result in 200/l 00 ml fecal coliform bacteria concentra- 
tion in the bathing area. 
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SUPPLEMENT VIII: CALIBRATING SIMPLE SEDIMENT MODELS 

Section 2.4 and Supplement I of Section 2 introduced 
the irr,portant processes concerning sediment 
transport in estuaries. Settling is always an important 
poten:ia! factor to water quality proMems and a careful 
analysis and calibration of settling coeffclents is al- 
ways necessary. Limited guidance fn the calibration of 
s’mple sediment transport models Includes: 

1. Select inirial settling values from Table 5.37 for 
inorganic particles and Table 5.38 for algae mcdel- 
ing. 

2. Adjust settling velocity by trial and error for calibra- 
tion. 

It’s impcflant to note that the initial values selected at 
step 1 do not i-rclude the effects of resuspension which 
can be extremely important to understand the special 
characteristics ol sediment movement In es- 
tsar&. During every tidal cycle, particle settling attains 
a maximum during the slack tides. La:er, the sediments 
on the bctto,m can be resuspended and carried 
upstream with flood tide and settle to the bottom there. 
They can also be carried downstream with ebb flow. 
For most estuaries, sediments settled onto the bottom 
Isyer pear ttie motih are often carried back into the 
es!uav ra:her than into the open sea. Usually, at the 
head of the saline intrusion wedge of a stratified es- 
tuary, this upstream transport is balanced by the 
dzwnsrream transport. This poir;t is called the r-AI 
zone. 

in a steady s:ate irzde! a net settling velocity is usual;y 
adopted, which equalsthe gross set-tlingvelocityminus 
zsuspension. Tnis net settllns can be arriv& at by 
calibrating t’le model against the suspended solid 
balance. Bout. in some stuatiDns, this net settling 
i,eloc?y can not Se used in describin: the pollutant 
transport. For exarrple. the concenxations of pol- 

Table 5-37. Settling Veloctltea In m/day at 20 ‘C for Inorganic 
P~rtlcltr (Ambrose et al. (1 Sal)] 

03 
0 05 

Silt 
o.c5 
0.02 
00 1 
0.005 
0002 

Jay 
0.02 

, 00-21 

333 ( 400 710 am 
g4 ] t2Q 1m 2xl_ 

I 
9-l la 1Kl 233 
15 19 25 32 

36 4.7 7.1 ’ 60 
0.96 1.2 1.6 29 
0’5 0 19 0.28 0 32 

’ . 0.19 0.15 
i ocd 

0.28 0.32 
005 CO7 009 , 

lutant adsorbed on solids might be appreckbly drf- 
ferent between the solids settling from ?he water 
column and the sdids resuspending into the same 
water due to the sediment movement in the estuary. 
Also, if a pollutant is newiy introduced into an estuary 
which did not have ii before, the gross settlq velocity 
should probably be used to describe the pollutant 
transport instead of the net settling vefocQ obtained 
from the sdids balance. 

Table 538. Sstlllng VelocHler for Phytoplankton 

Algal Typo Rdcrencer 

Total 
Phytopiankton 

I 0.05 - 0.5 /Chcn & Oyiob (19751, Teva 
Tech 1!976), C$en (1970). Cnen 
& Wells (?975,t976) 

0.05 + 0.2 O’Connor et al.(1975.1991) 
Thomann et al. 
(1974,1975.19791. b Tcro & 
Matystik (19M), D Tcro &Corm. 

:nolly (1963), Thomann & 
‘Ftzpatrlck (t982) 

Diatoms 

0.02 - 0.05 Canale sl al. (1976) 
G 4 ‘anbard:, (1972) 

0.03 - 0 05 Scav,a (1960) 
0.05 Sieman et al. (1gM) 

0.2 - 0.25 Youngberg (19T7) 
: 0 04 - 0 6 Jorqensen (1976) 

0.05 - 0 4 ‘Berman l,1376), Biermai et a!. 
(19so) 

c.1.c2 .Thaman? ei at. 11973). DI Toro 
Y& Connolly (1960) 

0.1 - 0.25 /Te:ra Tech (1983). Porcella et 
:al. (1983) 

1 UC3 - 0.05 ICanale et al (\976) 
0.3 - 0.5 Smayda & Boleyn 11955) 

2.5 [Lehman et al. (1975) 
Greev Algae ;OC5-019 IJorgensenetal (19761 

0.05. 0.4 ‘Berman (1976), Berman e! a’. 
I ‘(1980) 

0.02 Canale et al. (1976) 
; c.a Lehman e! at. (1975) 

0.1 - 0.25 IT&a Tech (19X). Porcelia et 
al. (1983) 

03 IDePinto et al. (1976) 
Bluegreen Algae 1 X5 -0.15 IBierrnan (19761, Biermen et al. 

,ww 
0. 

0.2 
iCan& et al. (1976) 
Lehman et al. (1375) 

01 &Pinto et al. (1976) 
0.08. 0.2 Tetra Tech (1983). Porcella et 

at (1983) 
Fagellates c5 ILehman et al. 11975) 

i)inoflaqellates a.0 IO’Connor et at. (lSa1) 
chrysophytes 1 0 5 /Lehman et al. {1975! 
‘~llthoohores I 0 25 - 13 6 ICollins fi Wlosriski (1963’ 
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SUPPLEMENT IX: SELECTION OF CBOD COEFFlCfENTS 

Carbonaceous biochemical oxygen demand (CSOD) 
is the utilization of oxygen by aquatic microorganisms 
to metabolize organic matter and the oxidation of any 
reduced minerals such as ferrous iron, methane, and 
hydrogen sulfide that may leach out or be transported 
from the anaerobic layers In bottom sediments, In 
addition, there are usually sfgniffcant amounts of un- 
oxidized nitrogen in the four of ammonla and organic 
nitrogen that must be taken Into account. To Improve 
the chances for describing the oxygen balance, how- 
ever, nitrogenous BOO (NBOD) Is generally simulated 
separately as will be discussed in Supplement VIII. The 
total effect of CBOD and NBOD has been modeled on 
occasion as total BOO (= CBOD + NBOD) but this Is 

POINT AND NON-POINT 
SOURCE lNPm9 

not recommended for waste load allocations because 
of the difficulty in forecasting total BOO. Occasionally, 
total BOO is used in screening-level models where 
adequate data are not available, but these types of 
studies should not be confused with a more precise 
waste load allocation model study. Figure 5.28 shows 
the malor sourcesand sinks of CBOD In surface waters 
Including estuarles. Point sources are usuallythe most 
Important source of CBOD and because these are the 
most controllable sources, they are typically the focus 
of the waste load allocation. However, nonpoint sour- 
ces, autochthonous sources due to the recycling of 
organic carbon in dead organisms and excreted 
materials, the benthic release of reduced minerals and 

9CDURlNO AND LE4CHINO 
FROM BBdlWC DEPOSITS 

SmNa FROM 

MIC?IOBIN. WATER col.LNtw ADSORPT7OU’ABSORPRON BY 
DEORADATiON BEMtNIC BItTA 

Figure 5-28. Sourcsr wd sinks of carbonaceous BOO In lhe rquatlc ~nvlronmsnl [Me ut al. (1985)). 
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scour and leaching of organic carbon, can be quite 
important as well. In fact, many point sources already 
have been controlled to the point that any further 
improvements In water quality may require waste load 
allocation of the diffuse and less readily controlled 
nonpoint sources. For example, the continued anoxla 
in Chesapeake Bay seems to indicate as much. In any 
event. it is important that background sources of CBOD 
be adequately quantified to determine the relative im- 
portance compared to point sources. If other sources 
are relatively important, they too must be included In 
the CEOD mass balance or the calibrated mode! will 
be inadequate for aiding waste load allocation. 

CBOD is removed from the water column by three 
processes. First, carbonaceous material is oxidized by 
microbes causing a reduction in CBOD. Typically, this 
is the dominant process that must be taken into ac- 
count. Second, CBOD can settle out of the water 
column. This occurs in two ways. Paniculates imme- 
diately begin to settle unless sufficient turbulence is 
present to maintain the suspension, This Is aided by 
the tendency of saline water to stabilize freshwater 
particulates and assist in flocculation and increased 
settling. In addition, dissolved CBOD can be adsorbed 
and assimilated by bacteria cell synthesis without im- 
mediate oxidation. These bacteria also can settle, 
especially as part of any floe generated as a result of 
the stabilization of freshwater particles. Third, dis- 
solved CBOD can be adsorbed by benthic biota, espe- 
cially by filamentous growth on surfaces, and benthlc 
plants can filter particulate material. However, there Is 
usually limited contact between benthic bacteria and 
plants, and the water column with the result that only 
oxidation and, occasionally, settling are the important 
processes to describe in calibrating a model. Excep- 
tions to the general expectations occur when sig- 
nificant interactions occur with tidal flats and adjoining 
wetlands. Also in brackish and saline waters, metabo- 
lism is slower (Krenkel and Novotny 1960) compared 
to freshwater so there is also less of a tendency for 
organic carbon to be assimilated for cell synthesis. As 
a result, the CBOD mass balance is usually quite simple 
except near the outfall and at the interface or mixing 
zone between saline and freshwater where settling Is 
more likely. In general, the CBOD mass balance is 
expressed as: 

dL 
-z= -K,L + La ww 

where L is u!timate CBOD in mg L-‘, t is time, K, is the 
first order rate constant describing the reduction in 
CSOD, and h is the zero order CBOD resuspension or 
reentrainment rate in mg L’ d”. Kd is actually a 
combination of the coefficient for oxidation, settling 
and adsorption: 

k’r = & + KS + Ku (5.31) 
where Kd is the water column deoxygenation rate 
coefficient (i.e., oxidation rate) in d“, KS is the settling 
rate coefficient in d“, 
coefficient in d-‘. 

and Ku is the sorption rate 
Unexplainable discrepancies oc- 

casionally are observed (see Krenkel and Novotny 
1980), but In general, Kd can be estimated from the 
bottle deoxygenation rate coefficient, KI, determined 
from long term CBOD tests (see Whittemore et al. 1989, 
Stamer et al. 1979, or McCutcheon et al. 1985 for a 
description of the test and data analysis procedures). 
This seems to be especially true for samples collected 
from larger bodies of water like large rivers (Mackenzie 
et al. 1979), lakes, and estuaries where suspended 
bacteria are more important than attached bacteria in 
oxldizing organic matter and the samples are not 
diluted. KS can be estimated from settling velocity tests 
like those Involvingthe lmhoff cone (Standard Methods 
1 S&5), where 

KS = 2 (5.32) 

Vt is the settling velocity measured in m d“ and D is 
depth of flow in m. Unfortunately, Equation (5.32) is 
only useful in describing the settling of discrete par- 
ticles. When flocculation or disaggregation occurs, Vs 
typically changes by orders of magnitude at times. At 
present, the effect of focculation and disaggregation 
can not be described. As a result, & can not be readily 
estimated. In addition, Ku can not be readily estimated 
for typlcal field studies. Therefore, a calibration 
parameter, ffi = KS + &,, Is defined and selected by 
trial and error. Generally, it is possible to locate large 
areas where Ks = 0 so that Kd can be selected. If Kd 
is not approximately equal to the bottle coefficient, K:, 
additional investigation is required to re-evaluate Kd 
and determine whether the initial calibration value may 
actually be & + KS + Ku. Once Kd is properly 
selected, KJ can be determined in other pans of the 
estuary where settling and sorption are occurring by 
selecting Kd + & so that model predictions agree with 
measurements, Likewise, Le can be determined in 
other areas where re-entrainment of organic materials 
or leaching of reduced materials occur. Typically, 
scour of organic particles is expected when velocities 
near the bed exceed 0.2 to 0.3 m s-’ (0.6 to 1 ft s-l). 
Any zones with high near bed velocities approaching 
these velocities should be investigated. Because es- 
tuaries are normally a net deposfiional regime, how- 
ever, h can probably be ignored as a first 
approximation unless extensive organic deposits are 
evident (e.g., like the tidally affected reaches of the 
Willamette River where recent uncontrolled point 
source discharges of wood fibers caused long-lasting 
organic deposits). Therefore, sludge and organic 
deposits shouid be mapped if possible to show where 
LS may exceed zero. 
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SUPPLEMENT X: SELECTION OF NBOD COEFICIENTS 

There are tvvo usual approaches to describe the trans- 
formation of oxidizable nitrogen. One is to consider 
the actual process of transformation: from organic 
nitrogen, through nitrite to nitrate, where oxygen con- 
sumption Is involved in the process. This will be dis- 
cussed in Supplement Xl. The other approach that will 
be discussed here simply lumps the organic and am- 
monia nitrogen together (called total kjeldahl ntirogen. 
TKN). This total kjeldahl nitrogen will be oxidized 
through a first-order decay. The oxidation of TKN is 
NBOD. 

Decay of NBOD Is written as 

dh’ 
df = - 

--KN N 

Where 

N = r\l’BOD concentrations, mg.‘L. 

NBOD = 4.57(N0 + N;) + 1.14N2 can be used as the 
upper limit of NBOD (see Bowie et al. 1385) 

No = organic nitrogen concentrations, mg/L 
Ni = ammonia nitrogen concentration, mg,/L 

N2 = nitrite-nitrogen concentration, m@L 

Kh’ = ovcraii M3OD reaction rate, l/day 

According to Thomann and Mueller (1987), the range 
of KN values Is close to the deoxygenation rate of 
CBOD, and for large water bodies, the typical range is 
0.10.5iday at 20°c; but for small streams, it can often 
be expected to be greater than l/day. Table 5.39 
compiles the available first-order NBOD decay rates in 
estuaries that can be helpful in selecting initial NBOD 
decay rates. The effects of temperature on KN can be 
estimated by 

(k&J )T = (KN >m * l.o8T-m (5-W 

for 10<Tc30°C 
Where 1.08 = average temperature correction 
coeficient (see Bowie et al. 1985) 

When temperature goes higher than 30°C, the nitrifica- 
tlon rate Is inhibited by the high temperature and the 
relationship is no longer valid. When temperature is 
below 10°C, the nitrifying bacteria do not multiply very 
well and the above equafion will give a KN that Is too 
high. So, when temperature Is below 5-1O'C. KN is 
usually set to zero (Thornann and Mue!ler 1987). 

pH is also an Important factor to the nitrification rate 
(Bowie et al. 1985). The optimal pH for ntirification is 
about 8.5. When pH is outside the range of 7.0 to 9.8. 
the nitrificatlon rate can be reduced significantly. If pi-i 
Is lower than 6.0, no nittiflcation Is expected. 

Table S-39. First-Order HItrWicallon Ruts Constants Obwrved In Estuarlw (constants are In d”) [Bowls et et. (1985)J 

? 
Estuary Msxlmum Average Mlnlmum Reference Comment 

Potomac 0.14 0.10 Slayton and Trovato (1978. 1979) Measured by BOD bottle tests: data fit 
with Thomas Grapl+al Method 

Potomac 

Delaware 

New York 
Bight 

0.54 

0.03 to 0.13 - Thomann and Fitzoatrick (1982) Derived from model callbration 

0.3 0.09 ‘Bansal (1976) 

0.09 O’Connor et al. (1961) 



Tsbls E-40. Rsla Coe’?iclstia for NHrogen Trrnsformtilons [Bowle ul at. (19as)J 
(K = 1st order rafe coeMclanl In d” and @ = temperature correcllon (actor) 

! : 0075 10B 30% 1.08 0.004 Il.08 mOWIn 6 FiSytriok (1982) 
G.13C 

0029 106 4 oc07nor 0: al. (sar) 

;c 14 II"CBf Sa!as and Tho7,arn (1973) 
‘OOcl 132 c ac- 1.02 ‘0.09 1.92 0.031 l.C2 C%n 6 Orlob (:972. 7975) 
/ Co3 

tCL-2 [It-ear :O C23 Lvar 1 I ’ ‘C 050 ‘linear 1 

? CM jhear I@CM .lilrar I 
!Scar:a e! a, (19761 

1 I I IC,.l ‘liPear $zwa cls30) 
? 32 i1CM (3X? /‘@!23 ( 1 1 jo.l :1 cx) 1 ’ ; 6cw:e c! 8: (19Wj 

; c2 ,‘,r,ear ‘C C;C !I qeaf 0 15 !I’near I 
I I icm 

~cmelc r! al (‘976) 

* @a !cc2 lM7l (0.25 11 047 Im15 l.oc7 (TetraTcch H9Bo) 
:o 1 

1 
‘1.047 ,002 ‘1047 I 325 '.W7 PI15 1.047 IPovzrlia et al (*983) 

I 001” Yl ‘0.95 1.14 ;Ny+s!m (1278) 
1 .sc 

I I 035” !l.Oa ’ S;e?Tai et al. (19&Z) 
I 

, 
,O.lb Il.02 I I 

i0.2b 1 
(Jxgcwr (1976) 

1072 1 I I (Joqe?ser; etaI (1578) 
GPccTTe+a!‘ons fro7 Mode‘ hcurrer.!a!ion 

I 
1.4 NI 1.1-5 ;v E.-l0 NI { [Sac2 et at !!973\ 

1 C2- ‘Bax a?d knet? (1576) 
1.09 

IDubs a?d Ma*sLI (1573) 

‘besner et al. (19781 

Granney aid Krassexki (1961) 

tilea! re’e-s :o I -ear tem;e:a!;*e ccqection 
Lrgis’ i re’e*s II I0~‘sl.c tCez-f of grch?? ;a.aTeters. 

b U:a.a,:a?‘e n l’ogel decak?in; to al;al-ava: a>le n;!ro-,en. 
c ?,‘c*o & Capl-70’~~ (1X.3) & D To.0 6 Ma3-s:” (1933; mu!:ip’y the POY-&!-I3 ra!e hy a chlorophyll limi:ation laztor, C’II a%, + Cd a. 

where K. Is a C.a”.s.af,‘at on cons!ant = 5 C mg Ch! aL 
3rc-o S Cc? -o’y (‘93) e?d Tho-iaTr: & F>;at ,,ck (: 362) mult’p’y t4e M+-N~ ra!e by ar, crygen Iim;!ation faCtOr, 02% + 02, where 
k is a ha’f.s.a!u:a!,on mls!ant = 2 0 mg &,L 
O’cO?wr e! aI (:X1) n~I!;ply the NYJ-Nm% :a!c by ~7 oxygen I’nitation factor. &IQ,& 02, where +, is a ha!f.s.a!uratio? COnStint g 
G5mgCdL 
y43’~ (19X; vse: a sc:‘me?f retease cwr.ani which Is nultiplie 1 by the tota: sediveE!atkx rate of algae a?d detitur. 

d Li:erat;*e value. 
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SUPPLEMENT Xl: CALIBRATING NITROGEN CYCLE MODELS 

The nbogen cycle plays an important role in water 
quality problems through its biochemical effects and 
oxygen consumption. Table 5.40 compiles the avail- 
able values of rate coefficients for s3me important 
??rogen transformalions, including ammo+fiation 
and nitr;-fication. The coefficients for anmonfication, 
,tihich means the refease of ammonia due to the dewy 
of organic nitrogen inthe wafer columnand sediments, 
are very site dependent and not as we!l documented 
as the coefficients of nitrification, which means the 
oxidaiionofammoniathrough n?riretonitrateconsum- 
ing dissolved oxygen at the same time. 

Table 5.41 lists the coefWents ‘or the denitrification 
processwhkh reduce the n’r.rate of Nzunder anaerobic 
conditions. 

Salues in the above two tables czn be used as a 
guidance for selecting initial values of these coeffi- 
cients. Models should be calibrated for the specific 
T:oblem later on. 

Table 541. Rate Coetflcfents lor Denltrlfication 
[Bowte et al. (1985)] 

Nitrate -, Nit,oaen Gas I 

/ K 

' 0.1. 

0 1" 

0.09' 

0.1’ 

3cm 

0 0243 C3 

e References 

i:z: i:: TLII “,lz zZZ:l: i:E:l 
.I .CA5 Thorre-~r, aid Fi!zpa+*ick (1982) 

1.045 O‘Connor et al. (1951) 

Ns rnformation Jorae.xen (1976) 

No infcm,at:on Jorgensen e! al. (1976) 

OGt.0”’ 1 D2-1 .D5”* jBaca and Ainett (1976) 

*This rate is rx!!+l;ed by an cryzen Iinita!;on factor, 
K,,‘[K, +&I. where K1 is a half-satu:at;on m’lstan: = 
0.1 mg DLL 

l * The sa-qe ra!e app‘ies tc sec’imen! NO3 deiLtitfical on 

*** Model docdmen:i!;on values 

Ano!k,er Important phenorrAencn that needs fo be men- 
tionej is the toxity of un-ionized ammonia to aquatic 
life. The ionization equibrum is 

XH3 n Hz0 2 h’H.4 ++OH -+(n-l).HzO (535) 

Equibrum Is reached rapidly, and Is largely controlled 
by pH and temperature. Figure 5.29 gh/es the percent- 
age of un-ionized ammonia under d’flerent pH and 
temperature conditions. Usually, water quality models 
predict ammonium concentration, which can be re- 
lated to the total concentra?ion in Fig. 5.29. Additional 
guidance on processes affecting ammonia toxicfty 
may be found in U.S. EPA (1985b and 1989). 

n 

o.ot I I I I 7 I I 
0 5 10 15 20 25 30 

-I 
35 

TEMi’EEtZTURE (C) 

Figure 5-29. Effect of pH and temperature on un-lonlred 
ammonia ~llingham (I 976)]. 
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SUPPLEMENT XII: PHOSPHORUS CYCLE COEFFICIENTS 

Guidance on the selection of phosphorus cycfe model 
coefficients is given in Table 5.42. 

Table 5-42 Rate CoeWlclcnfs for Phosphorur Trsnsforrnatlonr [Bowle e! al. (ISBS)) 
(K = ltt order rate coefficient In d” und P = tsmpcraturm corrtilon tador) 

POP-DQP I POP-PO4 DQP-PO4 SEDPdDOP SEDP+PO4 
Y I P I K Q ! K 1 q K I 8 K ’ Q Actcrcneos 

I c 14 
1 ! 003 

ILlear 1 I : Thomsnn cl al, (7975) 

I 108 Thomann et al. (1975) 
0.03D 1.08 DiToro and Conoky (1980) 

DiToro and Matysik (1980) 
Salsbury et al. (1983) 

c.229 1 a 022” 1.06 Oooo4 1.08 0.0304 1 1.36 Thomanr & fibpatrick 
I ( 1982) 

I ; 
0.14 linear I, Salas and Thornann 

(197tl) 
0.001 1.02 0031 I 1.02 .Chei & OCob (1972, 

I I 1976) 

I 002 Ilnear 
I I’ I ’ I 

Scavia e! al. (1976) 
Scavla tt960) 

0 22 linear 1 I I Connie et al. (1976) 
! Oclo3! 1 .OM I O.Wl5 ) 1.047 Tet-a Tech f196Oj 

002 I ‘Ox) : / 3.001 ’ 1020 Bowie et al fr960) 
I I 0.1 1 1047 00015 I 1.047 1 Porcalta et al (19831 

0.1 I 1.14 1.04147) 1 ldb( NyCloln (1976) 
3.0051 108 L !Bie:mane: a’ (1960) 

I 0.1 I 102 I 00018: 1.02 Jorqenser (1976) 
1 9546 ( 1 072! 1 Jorgensen et a1 (19X) 
1 0107c 1 ! 02-l.D9c I o.:4)7c I 1.02-1.09E Baca et al (1973) 
I 0 1-o T’ I 1.02-l WC ! 
I owE-3cc5i I ’ 02-l 04C 

I I 1 1 Eaca and Amet! (1976) 
130Qbo.mc I 1 02-l.cMC ! Smi!h 11976’1 

I Sediment 

I DC=‘+P04 ! SA-DOP ] SAdi’ I References I 

ALWev,a!ons are de’tned as follows: 
P.33 - Partcula:e Organic Phosphorus 
DCP - Dissolved Oganc Phosphorus 
SEW - Sedlrnert Organic Phosphorus 
PO4 - Phcsphare 
54. Settled Mgaa 
Li-ear - lirear tenperatxe cc:rection assumed. 

b DiTo-o & Conno :y (1980:. DiToro & Matyst k(l96Cj and Salsibury et al (19BOj multiply this rate by a chlorophyll IimitatIon factor, 
13: a/K, + Chl a, where K, is a halfsaturatIon conslant = 5 0 mg Chl a’L Thomann 8 Fiboatrick (19623 multloly th:s ta!e by an algal 
carbon Lmiiation facto!. Algal-C/G+ A.igal.C. where r;Z is a ha,‘-saturation constant = 1.0 mg CL Nyhol-n (1978) uses a sediment 
release conslan! wClch is nultolled by !he total sedtmentatlon of a’gae and detrirus. 

’ Mode: accu,nentatlon values. 
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SUPPLEMENT XIII: SELECTION OF REAERATION COEFFICIENTS 

Three methods are used to select reaeratlon coeffl- 
cients: 

1. Reaeration coefficients are computed by various 
empirical and seml-emplrical equations that relate 
Kz to water velocity, depth, wind speed and other 
characteristics of the estuary. 

2. Reaeration occasionally is determined by calibra- 
tion of the model Involved. 

3. Reaeratlon is measured usfng tracer techniques on 
rare occasions. 

In most cases, K2 is computed by a formula that Is 
included in the rndel being applied. Only a very few 
models (see Bowie et al. 1985 for example) force the 
user to specify values of K2, the reaeration rate coeffi- 
cient, or KL. the surface mass transfer coefficient. Also 
infrequently applied, but expected to be of Increasing 
importance. is the measurement of gas transfer. 

Whether a study should concentrate on estimation of 
K2 or KLdepends on the nature of the Row. When water 
surface turbulence is caused by bottom shear and the 
flow is verticalty unstratified, formulations for &, similar 

50 
40 

30 

1.0 
.8 

1: 
.4 

VELocllY, fusec. 

Figure 530. l?eaeratlon Coefffclent (day” versus depth and 
velocity using the suggested method of Cover 
(1976) [6owle et ml. (t OSS)]. 

to those used In streams are the most usefut. When 
the flow isvertIcally stratified and wind sheardomlnates 
water turbulence at the surface, KL ‘is typlcally 
specified. The values of KZ and KL are related accord- 
ing to: 

KL K2 = H KW 

where H Is the average depth with the units of meters 
when KL Is expressed in units of m de’. In effect, KP is 
the depth-averaged value of KLwhen thedepth Is equal 
to the vdume of the water body or segment dtvided by 
the area of the water surface. 

When reaeration is dominated by the shear of flow on 
the bottom boundav, the O’Connor-Dobbins equation 
(see O’Connor and Dobbins 1958. Table 5.43) has 
been used almost exclusively to estimate K2. The 
reason for thls is that the equation is derived from the 
film penetration theory, which seems to be applicable 
for most of the conditions found in estuaries except 
those related to wind-generated turbulence (i.e. ilows 
are deep to moderately deep and rarely very shallow, 
and velocities range from zero to moderately fast but 
never extremely fast). Covar (1976) defines, in more 
precise terms, what are thought to be the limitations 01 
the O’Connor-Dobbins equation. Generally, flows 
should be deeper than approximateIy 0.6 m (2 ft) and 
vetocilles should not exceed 0.5 m s-’ (1.5 ft se’) at 
depths of 0.6 m (2 ft) or exceed 1.5 m s-’ (5 ft s-l) at 
depths of 15 m (50 ft) as illustrated in Figure 5.30. 
Estimation errors are expected to be small, however, if 
velocities only occasionally exceed 0.5 m s-’ to 1.5 m 
s-’ (1.5 ft se1 to 5 ft s*‘) as noted in Figure 5.30. 

If alternative formulations seem necessary, it may be 
useful to examine those in Table 5.43. Following the 
O’Connor-Dobbins equation, the Hirsh equation (Mc- 
Cutcheon and Jennings 1981), the Dobbins equation, 
and the Churchill et al. equations may be most useful. 
The Hirsh equation Is derived from !he Velz iterative 
method using the surface renewal theory that has been 
used extensively In estuaries and deeper streams. Ex- 
perience lndlcates that this equation may be most 
appropriate for deeper, stagnant bodies of water that 
are more sheltered. This equation seems to provide a 
mlnimum estimate of k not related to velocity. Alter- 
natively, expert practitioners (personal communica- 
tion, Thomas Barnwell, Jr., U.S. EPA Center for 
Exposure Assessment Modeling) use a minimum es- 
timate on the order of 0.6/D where depth Is in meters. 
The equations by Churchill et al. (1962) are included 
because of the applicability at higher velocities in 
deeper flows. The complex equation by Oobbins is 



Table 5-43. Formulrs to Eetlmate AsaeratIon Goetflclenta ior Deeper, Bottom Boundary Generated Shear Flom 
[Bowl. et al. (t 985), Rathbun (1 Pn), Gromloc el aI. (1983), and McCutcheon (1989) ] 

bII.LI”II I N ,“c3wJ WI L” v, u-y- , I “I111. I “yp”‘~sIYkt”, 

Derfved from Conceptual Models 

Kcmnor and 126”“s u: it/s ConoeptuaJ model based on the film penetra- 
bbbins (1956) lb 

D 
D: t( tion theory for moderately deep to deeo rivers:1 

ftsDs3Oft (0.3 msDs9.1 m), 0.5ft~ssUs1.6 
Urn/s flh (0.15 mIssUs0.49 m/s), O.COSidsGs 
D:m 12.2/d. O’Connor and Dobbins developed a 

searnd formula but O’Connor (1960) noted that 
the difference between the two forrnuias was In- 
significant and recommended the use of this 
form. 

bbbins (1964 c,[I+F~(uS)~~~] Based on film penetration model mmoined wrth 

(0.9+ F )‘.“D 
w*[‘;;~;;:“] fo;;=“7 u:ft Is dab from natural streams and the flume data of 

Krsnksl and Orlob (1963) 
s:ftnt 

:renket and 
Mob (1962, 
963) 

coth [ ] is the hyperbolic contangent 
for Ct = 62.4 

U:m/s 
D:m 
S:mlm 

%ml-Emplrlcal Modela 

c-J-234 Energy dissipation model cakbrated by multip!e c2 (US y 
U.tt/S correlation analysis using 13 (0.3-m) wide D 0.w 
s:fvtt flume data; 0.06 ftsDs0.2 tt (0 02 msDs0 05 
D.ft m). Based on correlation wtth longltudina/ and 

&=I74 vertc-al disperson and calibration wl:h data from 
Urn/s t-ft (0.3-m) wide flume with deoxygenatcd 
D.m water. Other similar forms were also reported. 
Cm/m 

or 
The flume D,, was less than that typically en- 
countered in streams. 

6.4(D. j’.=’ a:ft% 
D- D:ft 

or 

C.O024(D, )‘.=’ 

DZJZ 

&:m’/min I 
D:m I 

; 2.6(0, )‘=’ 
j”,-y-; 

I 
02.087 

‘hackston and 
3enkel (1969) 

ICs(I+F “‘)u l 
‘CJ - 24.9 Cakbrated with measurements oi deoxygenated 

D 
U’WS water In a 2.ft (0.61-m) wide flume; O.C5 Its05 
D:ft 0.23tt (0.015msDsOC91 m). 

G = 24.9 

01 
u?mlr 

D:m 

A,0 ‘, where & and B = constants Derived from the original equation given above. 

‘ivoglou and (47CU)US or U.O54(Ah/At ) at 25°C ‘u:ftk Energy dissipation model calibrated from 
Vailace (1972) s:tt,m radioactive traoer measurements in five rivers. 

Ah:tt 
At:d 

(15,330 )WS or O.lS(Ah/At ) at 2!PC U:m/s 
S:mlm 
Ahh:m 
At:d 



Table S-43. Formulaa to Estimate Reaeratlon Coefflclents for Deeper, Bottom Boundary Generated Shear Flom 
[%‘+~le et al. (1985), Rathbun (1977), Gromlec et a\. (19831, and McCutcheon (t9B9)j (concluded) 

Cltstlon ] K2 (base e, 2@C, day”) Unttr Appllcablllty 

Semi-Emprlclal Modela (continued) 
McCuicheon D:tt 
and Jennings 

Originally derived by Hirsch (1972) to replace 
T:‘C the Velz (1964) inlerative method. Expressions 

(1982) 
‘-ln[l-‘[~~,~)2i;” 

for the mix interval, I are derived from the exten- 
! 

D, = 1 42(1.1)T-= 
stve experienur in applying the interative 

‘method. The underlying concept Is similar lo 
[I = 0.00~6+O.CXX5 D ] D s 2.26 fi the surface-renewal theory. 
[I = 0.0097 In(D ) - 0.0052] D >2.26 ff 

Churchjll et al. 0.035u zm5 LJ:ws ‘Based on dimensional analysis. Derived from 
(19621 D 3.oy a.823 D.fl 

I 
data collected In rivers below Tennesseu Valley 
Authorrty (U.S.) dams. 

0.746U 2 fm Urn/s 
D3mSo823 D:m 

Emplrlcal Formulas 
Churchill et al. ’ 11.6U ‘.= !u:fl/s 
(1962) 

:See Churchil; et al. above. This form almost as 
I 

I D ‘&” 

D:n good and is recommended by Churchill e! al. 2 
ft(D.61 m)sDsll fl (3.35m) and 1.8ft/s~U~S 

5.01u 3 ms or c 
tt/s (0.55 m:sslJs1.5 m/s) 

U.mls 
D I.373 D 1 87 Dm / 

Ovens et al. 

i 
21.7u o.s7 wvs !Developed !rom oxygen recovery data collected 

(1-1 t D’= D:tt on six English streams following deoxygenation 
with sodium sulfide by Gameson et al. (1955) 

5.32U ’ e’ 
and Owens et al. (1964) and collected below 

U:mls 
D 1.85 

TVA dams by Churchhill et al. (1962); 0.1 f’JssU 
D:m s5 ft/s IO.03 mlssUs1.5 m/s). 

Ovens et al. ,23.3U ‘.r= u:ws 
(‘9-l 

I 

This second formula was developed for 0.1 fVs 
f-J 1.75 Cdl sUs1.8Ws (0.03 mlssUs0.55 mls); 0.4fts 

I 

Ds1.5ft(0.12msDs0.46m)fromarestricted 

6.92U *.” 
data set at the Water Pollution Research 

‘- 
1 

U:m/s 
D 1.75 

Laboratory. 
D.m 

Harleman et al. ,o,B6 ti “‘DW uws Equation of unknown original developed for the 
(19V D “A D:fl MIT Transient Water Oualrty Model. 

w:n t I A+? 
Ozturk ! 413 

,4.+ 
Urn/s Equation developed exclusively for estuaries. 
D:m See Elowie et al. (1965) 

Fat ion: = averaged velocity or tidal velocity [Harleman (1977)] 
= 

F” = 
average depth of flow. 
U/(gD)lR = Froude number. 

g t 
gravitational constant. 

Or = 
slope 0; water surface. 
longituctlnal dispersion coefficient. 

,“r 1 
~;;er~~ddyM+iCa: ;zi;d$fuSivity. 

cl = stream discharge. 
h = change in water surface elevation in a reach (between two points). t = time of travel in the reach over which change in elevation is measured. 

= 
TDm z 

molecular diffusion coefficient for oxygen in water. 
water temperature 

I = mix Interval. 
top width of estuary. 
ot-oss sectional area. 
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Table 5-44. Conatmt Vtluts ol Surface Mast Trtnsftr CotWlcltnts Applied In the Modtllng of Esiuarltt, Coastal Waters, rnd 
Lakes [Bowie l t al. (1 OSS)] 

KL Lo-cation or typt of 

(m d. 1) wmltr body Reference commtnl 
1 New York Bught O’Connor et al. (1981) 

0.6 Estuaries ‘O’Connor (oersonal commurlicationl I 

2 [Lake Erie 

- -~ -- - -. - .-.. -. 
j Di Tore and Connolly (1980) 

0.1 (Confined disposal In Iakts [Crude sstimale for dlked feciiltite In the Grea( Lakes 

Table 5-45. EmpIrical Wind Spttd Relatlonrhlps for Mtsr Transfer and Rettretion Cotff’lclents [Bowit et tl. (19~1 

I Reftrtnce i FormulalIon Comment J 
Estuaries 

Thomann and 
Fitzpatrick (1982) 

K2 E ,&- + 3.281 /ADplted in the Po!omac Estuary. Combines 

D’” 
D (0.728u”.’ - 0.371~ + 0.0372u2)K2 in d- O’Connor-Dobbins and wind speed formula. 

1, D in ft, U In 9 s-l, u lr m s-l jtions. 

Lakes 

Chen et et. (1976) 
KL = 

86,rnDln 

(Mo-KhJc5)x10-8 Dm in m2s-1, LI in m 9-l 
Banks (1975) IK L-0362u ‘L fcr0 -z u c 5.5ms-1 

IK~=002Tu foru > 55ms-1 
Notation: 
K2 = feaerallon ~efiicient r’), 
Kc = surfact mass transfer coefficienf (L T -‘), 
u = depth averaged veloc~fy (L r’), 
D = Depth 0-L 
u = wind speed (L T’), 
D,,, = molecular d;ffuslon cxxfficient for oxygen In water (L2 T’), 
a = empirical coetficient. and 
b = tmpiricaf coefficient. 

included because its rational derivation indicates that 
it may be occasionally useful. The Krenke! and Orlob 
(1962) and Thackston and Krenkel (1969) energy dis- 
sipation equations are included for similar reasons, 
although these equations are more applicable to shal- 
lower depths than the Dobbins equation. The equation 
by Ozturk (1979) Is included for completeness but little 
is known about the limitations of applicability and use- 
fulness. Finally, the Tshoglou and Wallace (1972) 
energy dissipation equation Is included because it Is 
now widely thought to be the best method for predict- 
ing ti in shallow turbulent flows in place of the Owens 
et al. (1964) equation given in Figure 5.30 from Covar 
(1976). When estimated KJ values are too small, max- 
imum velocities observd during the tidal cycle or the 
average of the absolute velocity are used In place of 
tidal or average velocities in the O’Connor-Dobbins 
(1958) and othervelocitytype equations ji.e. Harleman 
et al. (19T7)]. 

If the estuary is dominated by bottom-shear-generated 
turbulence, selection of K2 values seems to best be 
guided as follows: 

1) Compute Q from the O’Connor-Dobbins equation 
(see Table 5.43 for the equation). 

2) Check to be sure that Kz exceeds or equals a 
minimum value of approximately O.Gldepth. 

3) If Kz seems to be over-predicted, investigate use of 
the Hirsh equation (see Table 5.43 for the equatbnj. 

4) If K2 seems to be under-predicted, investigate the 
use of the maximum tidal velocity or the tidally 
averaged absolute velocity or determine if wind 
shear may be Important. 

5) To investigate the importance of wind shear, corn- 
pute KL from the screening level equations of Kim 
and Halley (1988). dhide by the depth and compare 
with values computed by the O’Connor-Dobbins 
equation. If wind shear does seem important, com- 
pute KL va!ues from the O’Connor (1983) formula- 
tions. 

When estuarine reaeration is dominated by wind- 
generated water turbulence, or the flow is deep and 
stratified, two approaches have been found to be use- 
ful. First, many studies in open coastal waters and 
lakes specify a constant value of KL. Table 5.44 lists 
some of the known examples. Second, there are a 
number of semi-empirical and empiricat formula rela:- 
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ing Kz or KL to wind speed measurements. These are 
listed In Table 5.45. 

2) If the dissolved oxygen balance is not adequately 
closed, compute KL according to the method of 
O’Connor (1983). 

The selection of KL values seem to be best made 
according to the following procedure: 

1) Select a constant KL, especially if surface dissolved 
oxygen is near saturation (Bowie et al. 1985, DiToro 
and Connolly 1980) and test to see ifthlsadequately 
closes the dissolved oxygen balance in the model 
employed. 

3) If KL values still do not seem to be correct, deter- 
mine whether any of the other wind speed relation- 
ships In Table 5.33 are useful. The crude screening 
approach of Kim and Halley (1988) may be the next 
most useful approach 

SUPPLEMENT XIV: PROGRAM OF O’CONNOR’S METHOD TO COMPUTE Kzj IN WIND 
DOMINATED ESTUARIES 

D.J. O’Connor, (1983) developed a relation between 
the transfer coefficient of slightly soluble gases (i.e. 
reaerationcoefficlent, KLfor oxygen) and windvelocity. 
This method assumes that reaeration is a wind 
dominated process. The functions relating the viscous 
sublayer and roughness height with the wind shear 
provide the basis for the development of equations 
which define the transfer coefficient. 

For hydrodynamlcal~y smooth flow, viscous conditions 
prevail in the liquid sublayer which controls transfer 
and the transfer is effected solely by molecular dif- 
fusion. In fully established rough flow, turbulence ex- 
tends to the surface and turbulent transfer processes 
dominant. In the transition region between smooth 
and rough flow where both transfer mechanisms con- 
tribute, O’Connor envisions the exchange as a transfer 
in series and the overall coefficient (~/KL) described by 

1 ‘+’ 
x= Kz Kr (5.37) 

where K, is the transfer coefficient through the dif- 
fusional sublayer and Kz Is the surface renewal transfer 
at the boundary of the diffusional sublayer. 

Based on the physical behavior in the smooth and 
rough layers KL Is then developed by O’Connor as 

(53 

where 

D = moIecular diffusivity 
va = kinematic viscosity of air 

VW = kinematic viscosity of water 
K = the Von Karmcn constant 

Pa = density of air 

Pw = density of water 

U* = shear velocity 
*u* = is given as 

1 1 Al u* -=--e -du,t 
lo U* zc v 

and 

u*c = critical shear stress 
u-1 = transition shear stress 

u* = (CD)“t ua 

where 

CD = drag coefficient 

Ua = wind speed 

The drag coefficient is a non-linear function of wind 
speed deriied from formulation described in O’Connor 
(1983) 

(539) 

The quanti:iesAl, U.L To, u.~, and ze are dependent on 
lhe size of the water body and values for these 
parameters are given in Table 5.46 from O’Connor, 

Table 6-46. TransferWInd Corrslallons [O’Connor (1983)] 
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1983); smali scale values are for laboratory studies, requires as input; the size scale of thewater body, wind 
intermediate scale values are for small scale field sites j speed at 10 m, (m;sec). air temperature PC}, and water 
and large scales are for large lake or ocean scales. temperature CC). L’aiues for the drag coefficient and 

A Fortran lmp!ementation which calculates drag coef- 
reaeration coefficient are calculated by the program. 

ficients and reaera!ion coefficients using O’Connor s ’ 
The program Is avaiiable through the CEAM bulletin 

meth& is available for the U.S. EPA Center for Ex- 
board. A more detailed description of the equation 

posure Assessment Modeling In Athens. This program 
development may be found in O’Connor (1983). 

SUPPLEMENT XV: SELECTION OF SOD RATES 

Guidance on the Selection of Sediment Oxygen 
Demand Rates is given in Table 5.47. 

rable 5-47. Mesoured Values of Sediment Oxygen Demand In Esluarleo and hlarlne Systems [Bowle et al. (1985)] 

SOD I 
I’3 c34 davl Envlronnent Expertmental Condltlons : References 

3 lOr0 c3 (!2”C ,A. Ro?h Cd-3llra es:uary 45 day incubatio? of 0 6 liters sed,- v.xSI (1981) 
c xlro 05 CCT) ; melt m 3 85 Me:s 83D dilution water. 
0 222@ 09 (XT) / :I 9fY.c 
0 37?@ 15 (3E°C) I I . - ! 

2 3220.16 Euzza,ds Eay *ear ra* se-age 0Ltfa’l ,in situ da:h resp !smeters st ,red. l-3 ,Smlt7 et al. (1973) 

I 
,days, !empe’atJ:e unknown 

? 88,0.018 BJzza*ds Bay co-t-01 ( 
I 
I 

0 :bo 68 (5°C) ?~get Sould sed,mect Mfes Labcratory i?cuSatlons Pafratma! et al. (1073) 
I 0.230 76 (10°C) I 

0 301 52 (!5OC) 
I I 

0 (MC.13 San 0 ego Trough 
! (deep marine sediments) 

In situ resp.rometry for 513 hours, 
14°C. I ght 

‘Smrt5 (1974) 

!YaqJina River Estua-;, oegoi 
- 

1 253.9 !Car# laboralcry Incubators, stirred, 
I 

‘MarIm a Belle (1971) 
20°C 

0.024 A9 IEasterr, !*z,plcal Pa:iflc iS’llpooard incubations, 15%. stlrred. 
Ida-k 

Pamatmat (1971) 
1 

c 9-3.0 Wtic Sea In st’~~~! reso,‘o-neter stirred. :;‘C Edbvq & Hofste? (19731 __A_ -__ 
04471 I Galtic Sea Laxratory :vz=I ations. stlr!ed, cap* Edberg 8 Hofsten (1973) 

/ llO”C 

s-107 Delawa*e Estuary 122 stations) ‘In situ darn rerpl-ometry 13-14”c INbert t198?1 

I 
0.3-3.0 Fresh and bracklsn wa!ers Sweden Iin sit4 respl’omelry, O-lA°C 

ILabo.atow cores 51.7’C 
lEdberg 8 Hofslen (1573) 
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6. SIMPLIFIED ILLUSTRATIVE EXAMPLES 
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This section presents illustrative examples of estuarine 
modeling using both simple screening procedures and 
the water quality model WASP4. The examples are 
provided primarily to serve as templates to facilitate 
future estuarine WLA analyses. Sample calculations 
and model inputs are provided as well as background 
information on the models being used. The reader is 
referred to other chapters and other guidance manuals 
for detailed technical guidance. 

Screening procedures are provided to demonstrate 
estuarine analyses conducted without use of computer 
models. Screening analyses provided herein are 
based upon simple analytical equations and the more 
detailed guidance provided in the EPA Report "Water 
Quality Assessment: A Screening Procedure for Toxic 
and Conventional Pollutants - Part 2” (Mills et al, 1985). 

WASP4 examples are provided to demonstrate model- 
based estuarine WLA application. WASP4 is a general 
multi-dimensional model supported and available 
through the U S. EPA Center for Exposure Assessment 
Modeling, Athens, Georgia (requests require 3 double 
sided double density diskettes). WASP4, a general- 
complexity water quality model, can be used to simu- 
late a wide range of water quality processes in different 
types of estuaries. Depending upon the type of es- 
tuary/water qualify processes simulated, the repre- 
sentative WASP4 input file will vary greatly. 

• 

• 

• 

• 

• 

• This chapter presents a range of hypothetical estuarine 
situations designed to be representative examples of 
general classes of estuarine WLA analysis. The ex- 
amples used have been simplified to demonstrate 
bask uses of the different approaches. This chapter 
does not provide detailed guidance on model selec- 

tion, model development, calibration, waste load al- 
location, or all-inclusive instructions on WASP4 use. 

Model input files for each WASP4 example are 
provided in an Appendix to this manual which is avail- 
able from the Center for Exposure Assessment Model- 
ing on diskette. These input files can be used as 
templates in simulation of water quality. The templates 
allow estuarine modelers to modify an existing input file 
to meet site-specific modeling needs instead of the 
more time consuming and difficult task of developing 
the entire input file from scratch. 

The examples provided herein consider eight water 
quality concerns in three basic types of estuarine char- 
acterizations: 

One-Dimensional Estuary: 

Analytical equation for non-conservative toxic 

Fraction of freshwater method for conservative 
toxic 

Modified tidal prism method for non-conserva- 
tive toxic 

Total Residual Chlorine 

Bacteria 

Simple DO depletion 

Vertically Stratified Estuary: 

• Nutrient enrichment 
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• Algal production/DO/sediment interaction 

Laterally Variant Estuary: 

• Ammonia toxicity 

• Toxic chemical in water column and sediments 

The chapter is divided into four parts discussing: 

1. Screening Procedures 

2. Screening Examples 

3. WASP4 Modeling 

4. WASP4 Examples 

6.1. Screening Procedures 
Often times, valuable information on estuarine water 
quality impacts can be gained without application of a 
sophisticated computer model. Simple screening pro- 
cedures, which can be applied using only a hand 
calculator or computer spreadsheet, have been 
developed to facilitate preliminary assessments of 
toxic and conventional pollutants in estuaries. While 
these screening procedures may not be suitable as the 
sole justification for a waste load allocation, they do 
serve a valuable purpose for initial problem assess- 
ment or when available resources (staff, time, and/or 
field data) are insufficient to allow for more rigorous 
modeling analysis. 

This section provides example descriptions of three 
screening procedures used for estimating estuarine 
water quality impacts: analytical equations for an 
idealized estuary, the fraction of freshwater method, 
and the modified tidal prism method. These three 
example procedures are only applicable to steady 
state, tidal-average one-dimensional estuary 
problems. All three procedures provide “far-field” cal- 
culations (well distanced from the outfall) in contrast to 
near-field” predictions very close to the outfall. Far- 

field calculations are unaffected by the buoyancy and 
momentum of the wastewater as it is discharged. 

(6-1) 

(6-2) 
(6-3) 

These three screening procedures assume that the 
wastewater is well mixed both vertically and laterally in 
the estuarine model segment. The latter two screening 
procedures are described in much greater detail in the 
document "Water Quality Assessment: A Screening 
Procedure for Toxic and Conventional Pollutants - Part 
2” (Mills et al, 1985). Screening procedures for verti- 
tally- and laterally-variant estuaries are also described 
in the manual but are too complex for example illustra- 
tion herein. The reader is referred to that document for 
a thorough discussion of several estuarine screening 

procedures including explicit instruction on proper ap- 
plication and limitations of the various techniques. 

6.1.1. Analytical Equations 

Many estuarine analyses can be easily conducted by 
making certain simplifying assumptions about the es- 
tuary and pollutant behavior. The simplifying assump- 
tions common to all three screening techniques 
presented herein are that the pollutant concentrations 
do not vary significantly in the lateral or vertical direc- 
tions (i.e. a one- dimensional system). and that tidal- 
averaged, steady state conditions are being 
represented. By making a few additional simplifying 
assumptions, pollutant behavior from point sources 
can be described using relatively simple analytical 
equations. These assumptions are that cross-section- 
al area, flow, and first-order reaction rates are constant 
over the length of estuary of interest. and that dischar- 
ges are sufficiently distant from the upstream or 
downstream boundary of the estuary. 

Three separate equations are available to predict con- 
centrations at any location in the estuary, depending 
upon whether location of interest is: 1) at, 2) upstream 
of, or 3) downstream of the point of discharge. Estuary 
locations are specified as distance downstream of the 
outfall. Locations upstream of the outfall are repre- 
sented by negative distances, locations downstream 
by positive distances. The predicted pollutant con- 
centration, C, at any point in the estuary, x, for a point 
source at location x = 0 can Se estimated from the 
equations (Thomann and Mueller, 1987): 

C = Co = W/(Qa) x = 0 

C = Co * exp(j1x) x < 0 

C = Co * exp(j2x) x > 0 

where: 

a = (1 + 4 KE/U2)1/2 

j1 = U/2E (1 + a) 

j2 = U/2E (1 - a) 

C = pollutant concentration (M/L3) 

W = point source pollutant load (M/T) 

x = distance downstream of discharge (L) 

K = first-order decay rate coefficient (1/T) 
U = net non-tidal velocity 

= freshwater flow/cross-sectional area (LT) 
E = tidal dispersion coefficient (L2/T) 

The net nontidal velocity can be directly determined 
from freshwater flow data (e.g. USGS) and cross-sec- 
tional area (e.g. NOAA hydrographic charts), leaving 
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the tidal disperslon coefficient and first-order loss rate 
coefficient as the only “calibration” parameters. 

Several methods are available for estimating the tidal 
dispersion coefficient (e.g. Thomann, 1972), the most 
common of which Is caiibratlon to observed salinity or 
chloride data. Since chloride and salinity behavior can 
be assumed conservathre (Le. K=O), Equation 6-2 
becomes: 

c=co.cxp(ux/E), xc0 (6-4) 
which can be restated in the form (Thornann and 
Mueller, 1987): 

Inc/co= (U/E)+x (G-5) 
Equation 65 states that the slope of the logarithms of 
observed salinfty versus distance (Un) can be used to 
determine E. given an estimate of net freshwater 
velocity. Specifically, by frttlng a line through a plot of 
salinityvs. distance on semi-log paper, E can be deter- 
mined as: 

E= 
U(x2 -x1) 

In(C2-Ct) 
(6-Q 

An application of this method Is provided in the Screen- 
ing Examples portion of this section (Subsection 6.2). 

The analytical equations provided In Equatlons 6-1 to 
63 can also be applied to multiple discharge situations 
through the principal of superposition. Simply stated, 
Equations 6-l to 63 are appfied to predict pollutant 
concentrations for each discharger (independent of all 
other discharges) throughout the estuary. The pol- 
lutant concentration distribution throughout the es- 
tuatydue toall discharges is determined by summation 
of the predicted concentrationsat any location for each 
individual discharge. This procedure will also be 
demonstrated as part of the Screening Examples (Sub- 
section 6.2). 

6.1.2 Fraction of Fmtnmter Method 
The fraction of freshwater method allows quick estima- 
tion of tidal average, steady-state pollutant concentra- 
tions resulting from point source or upstream 
discharge without consideration of reaction losses or 
gains. The method estimates estuarine flushing and 
dilution from freshwater and tidal flow by comparing 
salinity in the estuary to the salinity of local seawater, 
(i.e. the fraction of freshwater). This method is useful 
for systems where the assumption of constant cross- 
sectional area and flow over distance Is grossly vio- 
lated. 

The balance of freshwater to seawater is the basis of 
this screening procedure. The fraction of freshwater in 

any specified estuarine segment Is calculated by ex- 
aminlng the salintty ratio to seawater as follows: 

where 

fr = fraction of freshwater in segment i 

S s = salinity of local seawater (ppt) 

S 1 = salinity in estuary segment i (ppt) 

From a different perspective, this ratlo can be viewed 
to define the degree of dilution of freshwater (and 
pollutants) by seawater. With this In mind the total 
dilution of a pollutant Input can be calculated by multi- 
plying the seawater dilutlon by the freshwater dilution. 
This then provldes a simple way to calculate concentra- 
tions of consetvatke pollutants. For a location x, in- 
cluding or downstream of the discharge, 

(6-8) 

where: 

f, = fraction frcshwaler at location x 

W = waste loading rate (MIT) 

Q = freshwater inflow (L3A’) 

The right hand side of Equation 6-8 can be divided Into 
two distinct te; Ins. The term W/Q represents the clas- 
sical approach to determining dilution in rivers caused 
by upstream freshwater flow. The second term, fx, 
accounts for the further dilution of the river concentra- 
!ion by seawater. Equation 6-8 also predicts con- 
centrations at the point of discharge, Co, by using the 
corresponding fraction of freshwater at that location, 
fo. 

Concentrations uDstream of the discharge are es- 
tlmated from the concentration at the point of mix and 
the relative salinity of the upstream location. Initial mix 
concentrations are assumed to be diluted by fresh- 
water in the upstream direc!ion to the same degree that 
salinity is diluted. The equation is: 

(6-9) 

1, I fraction of freshwater at discharge location 

S x = salinity at location x 

So = salinity at discharge location 

Equations 6-8 and 6-9 can be used to predict conser- 
vative pollutant concentrations at all locations 
upstream and downstream of a discharge. The frac- 
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upstream and downstream of a discharge. The frac- 
tion of freshwater method can also be applied to es- 
timate pollutant concentrations in one-dimensional 
sranching estuaries. The calculations become more 
tedious than those discussed here, but can still be 
aopiied in most cases using only a hand cakulator. 
The reader is agal referred to Fdil!s et al. (1985) for a 
thorough d,scussion cf this topic. 

6.7.3. MoMed Tic&/ Pfkm Method 
T?CJ modif PC; tida! prism method estimates tidaldilution 
f-om the to?al a-noun: of water entering the esiuary (or 
estuarine segment) from tidal Inflow, (i.e. the tidal 
prism). If Is more powerful than the fraction of fresh- 
ivater method because it can consider not only tidal 
dm!u:ion but also non-conserva:ive reaction losses. 
This method d++?des an estuary info segmenis whose 
vY;1nes (and lengths) are calculated considering low 
!?E volumes and tidal inflow. The tidal prism (cr tidal 
F’.c),/;J s conpared for eacch segment to total segment 

::o.crr,z !c estimate ’ nscl;ng F,rjten:ial ii that segment 
‘;\:er a :idal c\jc e ?+I? nbfied tidal prism method 
~s,sUri:s ccnpl?:e ---:ring o! the incom,ng ?idal fiow 
‘.I. :h :FC s&n:er rCs:delt in each segment. 

The !,:s: s!ep i7 the mlAifi4 prism method d’Gdes the 
1_75:car{ into scqmeYs. Each downstream segment 
,o:sre is eqcai‘to :he upstream low tide volume plus 
‘-3 I> :#:a! inf:cv, oi’er a Tidal cycie. This results in increas- 
.-ZJ seJme-1: 5.;~ as segmen!s are defined seaward. 
Data on ‘:esh~~!er ir!bw and :idal Flow (or stage) are 
reqill:ed !or the ca’culation. 

Estuarine seg-renis are defined s:arting at the fall line 
a?d proce-tilng sea<&ard An .zi!ial segment (referred 
:3 as segment 0) is Iczar above !he fail like and has 
a :‘c!n! ;r:sm ;‘3lJrne (2:) supplied totally by freshwater 
-3; 0,s’ over c7e tidal c,fc!e: ,,I 

Po=QT (G-10) 

where: 

P,I = tidal prism (Tf sc~ment 0 (L’) 

(1 x frc5hwatcr inf[clX (L”,T) 

-I- : icr,r:h cjf :i,‘si c),cl:: (T) 

the to~w tide voiume r\‘:) in this sec:io3 is defiled as 
tb,e lrrc; tide lfcl3me of :he segment n-.inCs inter-tidal 
‘;3’Llre, PO 

Sc;rnent volumes stafiing from segment 1 are defined 
;:*c;eeding sea,&ard such that the low tide volume of 
segment i r\/,) is defined as the low tide volume of the 
previous segment plus the inter-tidal volume, ex- 
pressed as: 

This results In estuarine segments wi!h vo’umes (and 
lengths) established to match the local tidal excursion. 

Once all segments are defined, an exchange ratio (ri) 
can be calculated for ea,zh segment as: 

Pi 
‘i = PI + Vi (O-12) 

This exchange ratio represents ihe p3<ssn of water 
associated with a segment that is excnanged v;ith 
adjacent segments during a tidal cycle This is a:so 
equivalent to the inverse of the segment rtishing time 
(in terms of tidal cycles, r.ot actual tine) aid is impor- 
tant for calcu!ations of reaction losses. 

The tidal prism t-re:hod can be applied i7 conjunction 
,,vyth the fraction of freshwater method lo estimate 
non-consecrative pollutant concen:ra:ions in cases 
bl,heredecaay and flushing play an approx matelyequal 
ro’e in reducing poliutant co7cerltratiors The equa- 
tlons are (Dyer, 1973): 

l segment at the ou:fall. 

l segments downstream of the cutfa I 

l segments upstream of :he og:fall 

(6-U) 

(G-14) 

((l-19 

,$;here: 

B, = ri 

I - (i - rj ) p-lit 
(6-10) 

C, = non-conscn.ativc constituent mean 

conccnlration in scfmcn! “i” (hf,I’) 

Gj = conscn2tivc constituent mc3n concz~trnlion 

r, = 

n= 

in scgncnt of discharge (hVL3) 

the exchange ratio for scgrnznl “i’ 3s dcfir.cd 

by the modified tidal prism ncthoti 

(dimcnsionlcss) 

ncmbcr of scgmcnts away from the outfall 

(i.e. n = 1 for scgmcn:s adjacent 10 tkc olJ[fall; 

n = 2 for scpcnts nca 10 thcsc, etc.) 

K = first-order decay ra!c (l/r) 

t = se_mr.ent flushing time. 



= (l&i) l Tidal Period (T) 

An illustrative example demonstrating application of 
this technique Is provided in the following section of 
this chapter. 

62. Screening Examples 
The screening procedures described herein can be 
used to describe a wide range of water quality con- 
sideratlons. This section provMes simple illustrative 
examples designed for three different situations. The 
examples are simple by design, In order to best ll- 
lustrate capabilitles and use of the procedures. The 
range documented herein provMes a base which can 
be expanded to consider many water quality concerns. 

This section provides a description of screening pro- 
cedure application to each of the examples, which can 
be used as templates for future application. The format 
describing each case study consists of a brief descrip- 
tion of the water quality process(es) of concern, fol- 
lowed by a description of all model inputs, and ending 
with a discusslon of model output. Blank calculation 
tables are provided for the latter two methods to assist 
in future application of the procedures. 

6.2.1. EKample 7 - Anapxd Solution for 
Nonconsermtfve Toxib 
The first three illustrative examples involve a one- 
dimensional estuary whose pollutant concentrations 
are simulated In response to point source discharge(s). 
This type of estuary characterization simulates chan- 
ges in concentration longitudinally down the length of 
the estuary. 

Estuary widths are typlcally small enough that lateral 
gradients in water quality can be considered Insig- 
nificant. Further, depths and other estuarine features 
are such that stratification caused either by salinity or 
temperature Is not Important. This characterization Is 
usually relevant in the upper reaches of an estuary 
(near the fall line) and in tidal tributaries. These screen- 
ing examples are also destgned to represent only 
steady state, tidally-averaged conditions. Temporal 
changes in water quality related to changes In pollutant 
loads or upstream flows, or Ma-tidal variations. are 
not represented. Application of the analytlcal equa- 
tions requires the additional assumption that flows, 
cross-sectional areas. and reaction rates are relatively 
constant over the length of the estuary. 

The first example consists of a wasteload allocation for 
total residual chlorine (TRC) for a single dkcharger on 
a tidal tributary (see Figure 6-1). The goal of the 
wasteload allocation is to determine the maximum 
amount of chlorine loading whtch will just meet the 

Freskater Flow 

Proposed 
WWTP WWTP 

Alver Mile 

Flgure 6-l. Schemetlc of lldal Irlbtiary for l nalytlcrf 
bqumtlon exsmple. 

water quality standard of 0.011 mg/l at critical environ- 
mental conditions. 

One survey is available with data on salinity and TRC 
throughout the estuary. The pertinent information for 
this estuary/discharge situation is provided in Table 
6-1. 

The wasteload allocation will proceed by accomplish- 
ing three steps: 

1. Determine dispersion coefficient 

2. Determine decay rate 

3. Determine maximum allowable load at critical con- 
ditions 

Table 6-l. Observed Condltfons Durfng Survey 

Upstream Flow: 

Discharge Ffow: 

Discharge Cont.: 

Estuary Cross-SectIonal Area: 
Obwved Data- 

River Mile 
2 

4 

5 

6 

9 

10 

4XOdS 

mch 

2 mgfL 

2o.uJo f? 

.Saflnity(%) TRC(mgA) 

19 0.04 

10 0.06 

6 0.07 

6 0.06 

3 0.15 

2 0.18 
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Table 6-Z. Prtdlcled Conccnlretlons Throughout Esluary 
Under Observed Condltlons 

1puts 

3 = 4CQOcfs K = l/day E = 11.4 U= 320 
m121day ml/day 

River Ml10 Distance Equatton PredIcted Con- 
Below IX- centfalion 
charge (x) (mgiL) 

0 10 6-3 0004 

1 9 6-3 0005 

2 0 6-3 0007 

3 7 6-3 0.010 

4 6 6-3 0013 

5 5 6-3 0.017 

6 4 6-3 0 023 

7 3 6-3 0031 

0 2 6-3 0041 

9 1 6-3 0 055 

10 0 6-l 0 073 

11 -1 6-2 0.c54 

12 -2 6-2 0 040 

13 -3 6-2 0 029 

14 -4 6-2 0 c22 

15 -5 6-2 0016 

Figure 6-2. Delermlnation ot tidal dlspcrslon from ssllnlty 
data. 

The dispersion coefficient is determined by applying 
Equation 66 to the observed salinity data. These data 
are plotted in Figure 6-2 on semi-log paper as a func- 
[Ion of distance from the motih of the estuary. Note 
:hat the analytical equations described herein require 
that locations upstream of the pollutant source be 
represented by negative distance units. A straight line 
s fit through the observed salinity data (Figure 6-2), 
and two points selected off this line to allow application 
of Equation 66. 

For the distances of -10 and -2, the corresponding 
salinities are 1.8 and 18 1, respectively. The net fresh- 
water velocity is calculated by dividing net freshwater 
f:ow (4000 cfs) by cross-sectional area (20,000 ft2) as 
0 20 fL!sec. This velocity is translated into units of 
miles/day (0.20 ft,‘sec = 3.28 milday), to allow the 
predicted dispersion coeffici:nt to result in the most 
commoniy used un?s of mi’lday. Applying the ob- 
served salinity and velootyda:a to Equation 6-6 results 
in: 

E= 
3.23 (-10 - (-:,I 

In (l.UlS.1) 
(6-17) 

= 11.4 mhqv 

The second step in the wasteload allocation process 
for this example is calibration of the first-order rate 
coefficient describing TRC decay. This is ac- 
complished by determining the expected range of 
i,alues from the scientific literature, and applying dif- 
ferent values from within this range to Equations 6-l to 
6-3. The decay rate coefficient which best describes 
the observed data. and is consis!ent with the scientific 
kerature, is selected as the calibration value. For this 
example, accep!able decay rate coefficients were 
found to range from 0 5 to 5.0iday. Figure 6-3 shows 
$o!s of model predictions versus observed data for 
rate coefficients of 0.5, 1 .O, and 5.0/day. The value of 
I C/day best describes the observed data, and is there- 

fore selected as the calibration value. The required 
calculations for predicting these concentrations 
throughout the estuary are demonstrated in Table 
6-2. 

The final step in the wasteload allocation process is to 
determine the maximum allowable load under critical 
environmental conditions, Equation 6-l predicted 1-e 

concentration at the point of mix as a function of 
pollutant load; this equation can be rearranged to 
determine the loading required to obtain a specific 
concentration under given environmental conditions. 

ivd=C*e*U 

where: 

(6IS) 

u’d = allouablc pollutant load (hlfl] 

Q = net Ircshufatcr inflow [L3iT] 

C = desired concentration [\I,L’] 

a = ( 1 + 4KEAJ’ )ln jdimensionlcss] 

For wasteload allocation purposes, model parameters 
should be representative of critical environmen:al COP- 
ditions. Some parameters (e.g. upstream flow) will be 
dictated during specification of critical conditions. En- 
gineering judgement is usually required for man) 
parameters to determine how (if at all) they are ex- 
pected to change from obsemed to critical environ- 
mental conditions. For this example, the critica’ 
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Figure 6.3. Ollbratlon of TRC decay rate. 

environmental condition is the drought freshwater flow 
of 2000 cfs. Since net velocity Is directly related to ff ow 
(U = Q/A), the velocity under critical conditions is recal. 
culated as 1.64 mi/day. Environmental conditions not 
expected to change under critical conditions for this 
example are the tidal dispersion coefficient, pollutant 
decay rate coefficient, and cross-sectional area. The 
tidal dispersion coefficient and cross- sectional area 
are often relatively insensitive to upstream flow in es- 
tuarine systems. 

The pollutant decay rate may change significantly be- 
tween observed and critical conditions. Caution should 
be used in projecting future conditions that the same 
process(es) that comprised the observed loss rate will 
be applicable under future projection conditions. For 
example, a loss rate that Includes settling which was 
calibrated to high freshwater flow conditions may not 

be directly applicable to future drought flow simula- 
tions. The best procedure is to perform sampling 
surveys during periods as close to critical environmen- 
tal conditions, to minimize the degree of extrapolation 
required. 

For thls example, Equation 6-16 is used to calculate the 
allowable loading of chlorine to meet the water quality 
standard as 

Wd = 0.01 mg/l l lXIOO cfs l 4.24 l 5.39 

= 457 pounds/day. 

Note that 5.39 Is a lumped units conversion factor 
representing (lbs/day)/(cfs+mg/l). Given that the treat- 
ment plant flow Is assumed to remain constant at 80 
cfs, thls translates intoan allowable effluent concentra- 
tion of: 

cd = 457 pounddday I80 cfs 15.33 = 1.06 mg’l 

To demonstrate a multiple discharge sQuation, the 
effect of a proposed second discharge on estuarine 
TRC concentrations at critical environmental condi- 
tions will be evaluated. The specifics of this discharge 
are: 

Location: River mile 5 
Flow: 40 cfs 
Concentration: 2 mg/l 

Table 6-3 demonstrates the steps involved in evaluat- 
ing multiple discharges. Column (4) is based upon 
Information fn Columns (2) and (3) and represents the 
Incremental impact caused by the original discharge. 

Table 6-3, Predicted Concentrations Throughoti Estuary for Mulllple Dlschnrge Slfustlon 

F ?iver Mile 

(1) 

0 

1 

2 

3 

4 

5 

6 

7 

0 
9 

10 

11 
12 

13 

14 

15 

Dlrchsrge 1 Discharge 2 Sum 
Distance Below Equation Concentration Distant Below 

Discharge (x) 
Equation Concentration Total concentration 

Discharge (x) 
(2) (3) (4) (5) (6) (7) (8) 

10 6-3 0.007 5 83 0.007 0.014 

9 6-3 0.009 4 6-3 0.009 0.018 

8 63 0.011 3 5-3 0.012 0.023 

7 8-3 0.014 2 6-3 0.015 0.029 

6 6-3 0.018 1 6-3 0.019 0.037 

5 6-3 0.022 0 6-l 0.024 0 046 

4 83 0.028 -1 62 0.016 0.044 

3 8-3 0.035 -2 6-2 0.01 t 0046 

2 8-3 0.044 -3 &2 0.008 0 052 

1 6-3 0.056 4 62 0.005 0051 

0 6-l 0.071 -5 &2 0.004 0.075 

-1 62 0.049 4 62 0.002 0.051 

-2 62 0.033 -7 6-2 0.002 0.035 

-3 62 0.023 -a 62 0.001 0.024 

4 6-2 0.016 -9 62 0.001 0.017 

-5 6-2 0.011 -10 &2 0.001 0.012 
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Figure 64. 

0 5 

River tdlle 

Estuary TRC concentration in response lo two discharges. 

Column (7) is based upon information in Columns (5) 
and (6) and represents the incremental impact caused 
by the proposed discharge. Column (8) represents 
the expected concentration distributionthroughout the 
estuary, and consists of the sum of incremental con- 
centrations from columns (4) and (7). The results of 
this analysis are shown graphically in Figure 6-4. 

6.2.2. Exampk 2 - Fraction of Freshwater 
Metbd for Cmsemf& Tbx?c 
The next two examples also involve one dimensional 
estuaries, but do not require the assumption of con- 
stant flows and cross-sectional areas throughout the 
estuary. Instead, the estuary is divided into a sequence 
of segments used to simulate longitudinal water quality 
differences. For analysis purposes each segment 
s considered of uniform quality. A single segment 
describes water quality across the entire width of the 
estuary, consistent with the assumption of lateral 
homogeneity. Similarly, a single segment Is also used 
13 describe water quality from surface to bottom 
ccnsistent with the lack of venical stratification. 

The example discussed In this section involves con- 
sideration of conservative pollutant behavior, and is 
amenable to analysis using the fraction of freshwater 
method. Figure 6-5 shows a schematic of the estuary 
and how it is compartmentalized into 15 segments. 

Table 6-4 serves as a v:oGs,?eet for Ca!ClJ!Ziin~ conser- 

vative pollutant concentrations us’ng this me:hod. 

Four Inputs are required for the worksheet (Table 6-4): 

l Freshwater inlow to th3 es:uay, Q 

l Salini;y of Seawzie: Et t+.e dc~;7s:rfam bollnd- 
ary, Ss 

l Po!lutant loading ra:e. Wd 

l Salinity of each segment, S 

The loca:ion of these II~UIS are denoted in Table 6-4 
by the underscore (J cha-acter. Table 6-5 contains 
input values obtained for the firs: example. Freshwater 
infiow is 2,000 cmd, the sailn:ty ol local seawater is 30 
ppt, and the loading ra!e c! pollutai: is 10.300 g’day. 
These inputs, in con;unt!:on with Eaua!icns 6-7 to 6-9. 
allow completion of the calcu!ation table. 

The first calculation in ce:ermining the poiiutant dis- 
tribution is to determ,ne tt-o fraction of freshwater. f , 
for each segment. This is obtained from Equa:ion 6-7. 
and applied to each mode; segmen:. These results are 
entered into the third co’umn of theworkshee: inTable 
6-4. The second calcuiatlon required is to divide the 
fraction freshwater in each segment by the fraction of 
freshwater in the segment receiving discharge. These 
values are entered into the fourth coi~~a~ of Table 6-4. 
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Table 64. Calculsllon Table for ConservaUvo Polltianl by 
Fractlon of Fmshwaler Melhod (Mills et d.(l985)] 

Freshwater Inflow Local Seawater .%rmty Load 

0 - -cmd s,=JPt Wd --g!day 

2 1 

3 - 
4 

5 - 
c ” 

7 

8 - 

9 - 

‘0 - 
11 

:2 

‘3 - 
14 

Tsblo 6-S. Comploied Calculallon Tablo for Fractlon ot 
F&waler Method . 

Freshwrier Inflow Local Seawater Salmty Load 

TOP VIEW 

0 - 2OOOcmd s,==ppt wd - 

SW* 

0 

1 

2 

3+ Wd 

4 

5 

6 
7 

8 

9 

10 

11 

12 

13 

14 

Salinity, 
5 @ptI 

1 0.97 

3 0.90 

5 0.63 

7 0.n 

10 0.67 

12 0.60 

14 0.53 

16 0.47 

18 0.40 

19 0.37 

21 0.30 

23 0.23 

25 0.17 

27 0.10 

29 0.03 

I 

I 

C 

Fraction 
,f Fresh- 
wrter, fl 

L 

1 

fl /fd 

1.26 

1.17 

1 .O9 

l.tXl 

0.07 

0.78 

0.70 

0.61 

0.52 

0.48 

0.39 

0.30 

0.22 

0.13 

0.04 

SIDE VIEW 
vi 1 Irge UPCP 

V 

Hori~onlol Scale - 
0 2000 rma 

mr’trl 

: 
I 

10,DC 

SI /sd 

0.14 

0.43 

0.71 

1.00 

1.43 

1.71 

2.00 

2.29 

2.57 

2.71 

3.00 

3.29 

3.57 

3.66 
4.14 

gfdw 
Jollutant 

Con- 
cuntra- 

tion 

0 
0.54 

1.66 

2.73 

3.65 

3.35 

3.00 

2.65 

2.35 

2.00 

1.85 

1.50 

1.15 

0.65 

050 

0.15 

Flgurr G5. SchematIc for IllustratJvr verllully strstlfied estuary. 
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Table 64. Calcutatlon Table for Non-Conservative Pollutant by Modtfkl Tidal Prism Method [Mills et al., (1 gas)] 

~fesnwater Inflow Local Seawater Salmy Load -Y 

I cmd s, -ppt wd = -cWw K= -/day T - - dv . 

Subtidal 
Water 

Volume Vi 
10Yll~ 

- 

- 

6 : _ 

7 - 
a 

( 
- 

9 - 
10 - 
11 - 
12 - 
13 - 
14 

Gven inputs are requirsd f 

Inturtldal 
Water 

Volume, PI 
lOa mJ 

- 

- 

- 

- 

- 

- 

- 

this workshsl st: 

l Freshwater Inflow to the estuary. 0 
l Salinity of seawater at the downstream boundary. S, 
l Pollutant loading rate. Wd 
0 Salinity of each segment. !?YI 

Salinity, Si 
PPt 

- 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

Fraction 
Fresh, f; 

The third set of calculations Is to divide the salinity in 
each segment by the salinity in the segment receiving 
discharge. Finally, pollutant concentrations for each 
segment are obtained using Equation 6-8 (for seg- 
ments including and downstream of the one receiving 
discharge) or Equation 6-9 (for segments upstream of 
the discharge). 

Table 6-5 contains a completed calculation table forthe 
first example, including the expected pollutant distribu- 
tion. Concentrations are at a maximum of 3.6 mgA In 
Segment 12 (the segment receiving discharge), 
decreasing rapldly In the upstream direction and more 
gradually proceeding seaward. The assumptlon of 
consetvat’we behavior is commonly used in screening 
level analysis of toxics. The conservative assumption 
WJI provide an upper bound of expected pollutant 
concentrations; if water quality standard violations are 
indicated for conservative pollutant behavior then ap- 
plica!ion of a fate and transport model may be war- 
ranted. Caution should be exercised when 
considering these results as upper bounds to ensure 
that the assump:ion of complete mixing is valid. In- 

fi nd Segment Ex- 
:hangs Ratio, 

rl 

n Pollutant 
Conoentra- 
tion mg/L 

0 Low tide volume for each segment, PI 
l Irter-tidal vOluma for each segment, PI 
l first-order decay rate coetiicient for eacn segment, K 

complete mixing could result fn actual concentrations 
greater than those predicted using this approach. 

Thls third Illustrative example Is for the same estuary 
as described In the previous example (Figure 6-5), but 
considers non-conservative pollutant behavior. First- 
order kinetics are used to describe pollutant loss. This 
situation lends itself to application of the Modified Tidal 
Prism Method. Table 6-6 sewes as a worksheet for 
calculating non-conservat’we pollutant concentrations. 

The frrst four inputs are identical to those required for 
the fraction of freshwater methti and are used to 
calculate the conservative constituent concentration in 
the segment receiving discharge (Equation 6- 13). The 
fifth and sixth inputs, low tide and inter-tidal water 
volumes, are used to calculate the exchange ratio for 
each segment. The final input Is the first-order decay 
rate constant, k. Required m&e1 inputs are noted by 
an underscore (J in Table 6-6. 
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Table 6-7. Completed Calculation Tablo for Non-Conserv~tlve Pollutant by ModMed Tidal Prism Mslh4 

0 - X!CUcmd 

For this example, identical conditions (salinity, fresh- 
water Inflow, and loading) are used as the first example, 
with the primary difference bein 

9 
the addition of a 

first-order decay rate of 0.5 day’ . The first step In 
performing the modified tidal prism method Is to define 
the estuarlne segmentation using the procedures 
described previously. That Is, segment sizes must be 
selected such that low tide volume In each segment is 
equal to the high tide volume for the segment Immedi- 
ately upstream. The required information on tidal 
prism volumes can be obtained from tidal stage infor- 
mation (tidal gaging stations or NOAA predictions) In 
conjunction with channel geometry information (from 
hydrographic maps). Calculation of segment volumes 
is the most time consuming step of the modified tidal 
prism method. The informatlon on the sub-tidal and 
inter-tidal volume of each segment of the example 
estuary Is entered In columns 2 and 3 of Table 6-6. The 
fraction freshwater Is calculated from local salinity 
values; they are Mentical to those used for the first 
example. The segment exchange ratios are calculated 
from the segment volumes using Equation 6-12. Final- 
ly, pollutant concentrations are calculated using: 
Equation 6-13 for the segment receiving discharge; 
Equation 6-14 for segments downstream of the dis- 
charge; and Equation 6-15 for segments upstream of 
the discharge. 

A completed calculation table Is provided for this ex- 
ample in Table 6-7. Pollutant concentrations follow a 
similar trend as for the first example, but decrease 
significantly faster in both the upstream and 

downstream directions. The difference in pollutant 
concentrations Is caused solely by pollutant decay. 
The greater the distance from the outfall, the greater 
the difference in predicted concentrations, as longer 
travel time provides greater opportunity for decay. 

A sfngle first-order loss term Is used to describe the 
behavior of many pollutants, even though multiple fate 
processes may be occurring simultaneously. Rate 
coefficients for first-order processes are additkve, 
therefore, these multiple processes can be combined 
into a single “lumped” parameter. Application of this 
model may Include “calibration” of the first-order loss 
rate to available in-stream pollutant data. As discussed 
for the analytical equation example, caution should be 
used In projecting future conditions to insure that the 
same process(es) that comprised the observed loss 
rate will be In place under future projectIon conditions. 

6.3. WASP4 MODEUNG 
Deterrnlnlstic water quality modeling of estuarine sys- 
tems can often be dfvided Into two separate tasks: 

1. Description of hydrodynamics (current, tides, cir- 
culation, mixing, etc.). 

2. Description of water quality processes. 

The WASP4 model was designed 10 simulate water 
quaMy processes, but requires hydrodynamic InfOrma- 
tion as Input. This information can be entered IntO 
WASP4 by reading the output resulis from a separate 
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hydrodynamic model of the system or through direct 
specification of hydrodynamic data in the WASP4 input 
file. Mixing is simulated through use of dispersion 
ccefficients. Both hydrodynamic and water quality 
aspects of the WASP model are summarized below. 
The reader IS referred to the WASP4 User’s Manual 
(Ambrose et al., 1988) for a complete description of 
model theory and use. 

6.3.7. WASP Transport 
The description of water movement and mixing in 
est;larine systems using WASP4 always includes ad- 
vective flows and dispersive mjxing. However, the 
distinction between the real-time description of tidal 
hydrodynamics compared to the description of tidal- 
averaged conditions must be made both for flow and 
dispersion, as values for these processes will differ 
dramatically depending on the assumption. 

I:: s’mula!ing estuaries with WASP4, :he modeler must 
3?cide between the tidal averaged approach and real 
: me approach. For the tidal averagti approach, 
hvdrodynam’c conditions (and water quality) are 
averaged over a tidal cycle. In the real time approach. 
caicJ!ations are performed on (figuratrvely) a minute 
by m’nu-te basis simulating intratidal changes, 

All o’the illus:ratNe modeling examples provided in this 
manual assume tidally averaged condxions. Under 
this assumption. tidal flow Is characterized as a mlxlng 
process. not advective fiow. Advecttie flows represent 
net fresh,tiater inflow or known advective circulation 
pal?erns. In contrast. real time intratidal calculations 
can also be conducted with WASP4 lo simulate tidal 
*,,ariatlons. Under this condition, variations in fresh- 
;r;a!er flow, circulation and tidal flow must be specified. 
For th’s type of application the use of DYNHYD4, a 
component of !he WASP4 modeling system, is recom- 
mended to define the complex hydrodynamics. These 
are not Clustrated explicitly In this manual. All further 
discussions in this manual focus on tidal averaged 
cond::ions. 

Tyrbulen: mixing and tidal mixing between water 
cc!umn segments in WASP4 are characterized by dis- 
osrsicn coefficients. These dispersion coefficients, 
?vhen coupled w?h a concentra?ion gradient between 
segments, account for mixing. The dispersion coeffi- 
cient can be derrded from literature estimates bti are 
usual y obtained by direct calibratron to dye or salinity 
data. 

Structuraliy the WASP4 program includes six 
mechanisms for describing transport, all of which are 
addressed together in one section of the input file. 
These ‘:ransport fields” consist of: advection and dis- 
persion in the water column; advection and dispersion 

in the pore water; settling, resuspensio-. and sedimen- 
tation of up to three classes of solids; and evaporation 
or preciptiatlon. Of these processes, advection and 
dispersion in the water column are usually the 
dominant processes controlling estuarine water move- 
ment and mixing. The other processes however, also 
can play a role in pollutant transpon depending on 
specific conditions. These are not elaborated on 
herein, because they represent ccmclex physio- 
chemical processes beyond the in:ent of these 
simplified examples. 

The description of advective flows wl!i?n WASP4 is 
fairty simple. Each inflow or circularion pattern re- 
quires specification of the routing thrcugh relevant 
water column segments and the time hjstorf of the 
conesponding flow. The flow routing specification is 
simply the fraction of the advective flo,& moving from 
one segment to another. Gispersion ,eauires only 
speci’icaticn of c’oss- sectional areas cs:.Yeen model 
segments. characteristic lengths. and :;s,r respective 
dispersion coefficients. Specific exarrc es of advec- 
tion and mixing inputs are provided ir, :he illustrative 
case studies at the erd of this chap!er. 

6.32. WASP4 Lleecn~tion of Water Qali~ 
WASP4 is a general purpose water quali:y model in that 
it can be used to simulate a wide range cf water qualify 
processes. WASP4 contains two separate kinetic sub- 
models, EUTR04 and TOX14, each of v.+;ch selves a 
distinc! purpose. This section b-iefiy cescribes the 
capabilities of each kinetic submodel ‘T- simulating 
water quality. It will serve as backgrourd In!ormation 
for the illustrative examples, where t?e speci!ics of 
water qualify simulation will be provided 

The first kinetic subroutine in WASP4 is EUTRO4. 
EUTR04 is a simplified version of :he Potomac 
Eutrophication Model, PEM vhomann and Fitzpatrick 
1982), and Is designed to simulate mosr convenfional 
poliutant problems (i.e. DO, eutrophication). EUTR04 
can simulate concentrations of up to eight state vari- 
ables (termed systems by WASP4) in the water column 
and sediment bed. These systems correspond to: 

EUTR04 
System Number State Variable 

1 Anmonia nllrogen 
2 Nitrale mtrogen 

3 Inorganic phosphorus 

4 Phytoplankm carbon 

5 CaFbcqaceous BOD 

6 Dissolved orygen 

7 O*galic mtrogen 

I 6 Oroank phosphorus 
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EUTR04 can be used to simulate any or all of these 
parameters and the Interactions between them. The 
WASP4 users manual discusses In detail all of the 
possible interaction between state variables. 

Three of the illustrative examples provided at the end 
of this chapter will focus upon the more common 
applications of EUTR04: simple DO, algal nutrients, 
and etirophication. The first EUlR04 example con- 
siders a simple model simulating CBOD, ammonia 
nitrogen (NHJ-N), and DO. Thls type of model com- 
plexity is most often used when algal impacts are 
considered unimportant. This corresponds to the 
“modified Streeter-Phelps” model described In the 
WASP4 users manual. The second EUTR04 example 
considers algal nutrients and simulates total nftrogen 
and phosphorus concentrations only. This type of 
simulation is often used when eutrophication is of 
concern, but resources or data are insufficient to allow 
application of a complex eutrophication model, The 
final EUTR04 example simulates all aspects of the 
eutrophication process, and includes all eight state 
variables simulated by WASP4. 

The TOXl4 submodel is a general purpose kinetics 
subroutine for the simulation of organic chemicals and 
melals. Unlike EUTR04, TOX14 does not have a 
specific set of state variables. Instead, TOX14 slmu- 
lates up lo three different chemicals and three different 
types of particulate matter of the users choosing. 
TOX14 identifies these state variables in terms of 
WASP4 systems as: 

System Number TOXi4 State Variable 
1 ChemcA 1 

2 Solids type 1 

3 Solids iype 2 
4 Solids type 3 

5 Chemical 2 

6 Chemical 3 

The chemicals can be relat& (e.g., parent compound- 
daughter product) or totally independent (e.g., chemi- 
cal and dye tracerj. Reactions specific to a chemical 
or between chemicals and/or solids are totally at the 
control of the user, using the flexible kinetic parameters 
made available by the model. TOXl4 can provide 
simulation of ionization, sorption, hydrolysis, 
photolysis, oxidation. bacterial degradation, as well as 
extra reactions specified by the user. TOX14 simulates 
concentrations both In the water column and bottom 
sediments. 

This chapter will provide three illustrative examples 
using TOX14: bacterial degradation and dye tracer; 
ammonia toxicity; and toxic pollutant in water column 

and sediments. These simulations will provide a broad 
spectrum of potential TOXl4 applications and 
demonstrate the use of ionization. PJ:J:~&-.u-n sorption, 
volatilization, biodegratiation, anki gt?ncral first-order 
decay. 

6.4. WASP4 Examples 
The remaining six examples demonstrate the use of 
WASP4 for estuarine WtA modeling. ihe purpose of 
these examples is to provide a set of templates to 
facilitate future WASP4 modeling for a wide range of 
estuarine situations. The most useful portion of these 
examples (for potential WASP4 users) is the line by line 
description of the WASP4 input files and diskette 
copies of the files themselves. These descriptions are 
too detailed for Inclusion in the body of the fext; they 
are instead supplied in an Appendix to ttiis manual 
which is available on diskette fro71 the U S.E.P.A. Cen- 
ter for Exposure Assessment t,lodeling. This portton 
of the chapter wi!l provide background ir,‘orma:ion on 
each exa-nple. describe the types of irzuts reauired. 
show selected WASP4 model resu’ts. and briefly 
describe WLA issues. 

6.4.7. Example 7-Bacteria in a One-D'mensicnal 
E-w 
The first illustrative example using LAJAS24 inl;olves a 
simple non-branching estuary. TFe analysis is 
designed to provide an example which ‘s reasonably 
realistic. Although not a wasteload a\!oca!ion in the 
traditional sense, this example illuslra:es the use of a 
modeling study in an analysis of bsrterial Icatis. Since 
the example is intended only for illustration of the 
application and potential use of a model, such as 
WASP4, emphasis is not placed on prcviding details 
ondata requirements and calibration-val;da!ion proce- 
dures. 

6.4.1.1. Problem Setting 

In this example, a single discharger has been identified 
to the Trinity estuary. The estuary has popular sport 
and commercial fisheries, including shelifish. A dye 
study was conducted during March of 1580 and used 
to identify a 2 km buffer zone within which shellfishing 
was closed. The buffer zone was identified by compu:- 
ing a one day travel time from the sewage outfall of the 
city of Harric Th-, z-.ri!eria on which the c!osing of the 
shelifishery within the buffer zone was based is not 
dependent upon the bacTeriaI wasteload concentra- 
tions, but rather the presence of a discharger. This is 
often the practice for bacterial loadings. Therefore. the 
purpose of this study is not to determine whether a 
reduction in load is necessary but whether the buffer 
zone is adequately protective of human health and 
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TRINITY ESTUAf$Y 

Figure 6-6. The Trlntty Estuary. 

whether continuing high coliform counts may be at- 
tributed to the discharger. 

High coliform counts have been detected in the Trinity 
estuary outslde of the buffer zone, leading to periodic 
closing of the estuary. The area has a large waterfowl 
population. However, comparisons of fecal cotiform 
and fecal streptococci counts suggests that the prob- 
lem is of human origin. The pertinent water quality 
criterion pertains to shellfishing and the applicabfe 
standard is 70 counts/l00 ml. The criterion for fishing 
is 1000 counts/l00 ml. A summary of the problem 
setting and treatment plant data is presented in Figure 
68 and Table 6-B. 

6.4.1.2. System Characteristics 

The Trinity estuary Is approximately 30 km long and 
receives ffow from the Trinity river. The estuary is 
relatively regular in shape and has no other ma]or 
tributaries. The city of Trinity Is located at the upes- 
tuaty extremity and the city of Harris is located ap- 
proximately midway along the estuary. The upstream 
section of the Trinity river above the fall line is gauged 
by the USGS. The gauge is located near the crossing 
of Highway 64. The average monthly flows and 
temperatures taken at the USGS gauge are provided 

Table 6-8. T’rertmenl Plml EMuent Chrracterlstl# 

. Present 
Flow MGD 17 

80&. mcd 65 
CBOD, (I) mm 133 
Total Colifonnr cxxJnts/lOO ml 1E + 7 
Do mgn I 5 4 

:l) &sod on long term BOD estimates of CBODJCBO& = 2 0 
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in Figures 6-7 and 6-8. An anafysls of the morphometry 
of the system Indicated that the mean tidal widths and 
depths could be adequately represented by 

M’ =-j&-J e o.oan 

and 
(6-19) 

D = 2.43 e O.Onx (6-20) 

where W is the width and D the depth of the estuary, in 
meters, and X is the distance from the village of Trinity, 
in kilometers (see Figure 6-6). The village of Trinity 
does not discharge wastes to the estuary. A water 
surface elevation gauge is located near the mouth of 
the estuary, and an analysis of the lidal components 
was conducted, with the results provided in Table S-9 
and Figure 6-9a. The water surface elevation for the 
period of Interest was then computed from 

7 
Y=Chi COS[2Xf/T~-P,J (6-21) 

I=1 

where Y is the water surface elevation deviation (m) a! 
time t (hrs), h, Is the amplitude (m), Ti the period (hrs), 
and Pi the phase (in radians) of the seven principal 

3 2 7 9 11 
2 4 6 8 10 12 

Knm 

FlQlm&7. Average monthly rkrr now at fhr Hlghwry 6d 
USGS gruge. 



Table 6-Q. Tidal Perlodr, Amplltudar snd Phases for the 
Trlnfly Gluey during March, 1989 

Symbol Name Period Phase Amplitude 
(hours) (degrees) (cm) 

!&ml-Diurnal 
Componwrtr 

M2 Principal Lunar 12.42 330 23.0 

s2 Principal Solar 12.00 3.34 5.2 

N2 Larger Lunar ffliptic 12.66 303 4.9 

Kz Lunl-solar 11.97 326 1.6 
semi-diurnal 

Kc 

01 
PC 

Dhnnal CompnerrW 

Luni-solar dlumal 23.93 1B 15.6 

Prlnclpal lunar diurnal 25.62 69 9.8 
Prtncloal solar d!umal 24.07 104 4.9 

semidiurnal and diurnal tidal components (see Table 
6-9). 

6.4.1.3. Supporting Studies 

Historical data within the study area are limited. Data 
are available for temperature at the USGS gauge. Data 
were available for salinity within the system which was 
used In model calibration. For this level of study II was 
determined that no supportlng field studies would be 
conducted. 

6.4.1.4. Model Application 

For thls analysis, model application consisted of: first 
determlning the model network (Including mor- 
phometry of model segments), then determining ap- 
propriate flows and exchange coefficients, and finally 
simulating bacterial concentrations. The flows for this 
application were estimated using a one-dimensional 
hydrodynamic model which was supplied flow data at 
the rlverine boundary and water surface elevations at 
the mouth of the estuary. A one-dimensional 
hydrodynamic model, DYNHYDS, is part of the WASP4 
modeling system. The WASP4 model may also be 
coupled with other available hydrodynamic models. 
The hydrodynamic model was first calibrated and then 
used to supply ffow and volume InformatIon to the 
WASP4 model. FIows were computed over a period of 
one month In order to examine the effects of succes- 
sive neap and sprlng tides. The WASP4 model was 
then applied to estimate bacterial concentrations. 

Several types of Information were required to apply 
WASP. These are described In the Appendix available 
on disk from the U.S.EPA Center for Exposure Assess- 
ment Modeling. The determination of these types of 
data and their use in this illustrative example is 
described below. 

1 ’ 5 7 9 11 
7 4 6 6 10 12 

Rgurr 6-6. Moan monthly temperaturea at the Highway 64 figure 69a. Varlatlons In w~tsr l rfaco elrvstlons aI lhe 
USGS gaugm. mouth al the Trintty Estuary durlnp March, 199% 
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l General model information: The TOX14 sub- 
model was selected for these simulations. 
TOXl4 was selected rather than EUTR04 as a 
result of its convenience in simulating conserva- 
tive materials. However, the basic structure and 
information required In the data input are the 
same. Five systems were simulated, where sys- 
tem 1 was the bacteria, system 2 was salinity, 3 
and 4 were solids (not pertinent to this 
analysis), and 5 was the dye tracer. treated as a 
conservative material. This combination of sys- 
tems is not unique; other combinations could 
have worked equally as well. The general 
model information required included the num- 
ber of model segments, computational time 
step, length of simulation, and variables (sys- 
tems) to be modeled. 

l Nettiork: The model network refers to how the 
system is subdivided for analys:s. For this ap- 
3iicafion an analysis of the hislorical data indi- 
cated significant longitudinal gradients, wirh 
small lateral and vertical variations, allowing ap- 
plication of a onedimensional model. A net- 
work consisting of 15 segments was 
estab!ished. The variations in bottom mor- 
phometry and wafer quality were reasonably 
:egular. and for simplicity segments were 
delineated every two kilometers. The depths of 

(Wbdth NTS) 

Figure 69b. Model network for the Trlnlty Estuary. 

the segments were determined as well as seg- 
ment volumes and.in!erfacial areas from avail- 
able morphometry data. An analysis of the 
system’s morphDmetry indicated that variations 
in width anti depth were reasonably described 
by Equations 6-79 aqd 6-20. The resulting net- 
work is illustrated in Figure 6-9b. 

l Dispersion coefficients: Since a hydrodynamic 
model was used to es!imate ?he effects of tidal 
mixing, no dispersion was specified. However, 
where other structures or nonuniformities cause 
addYional dispersion, it may be necessary to 
specify dispersion rates in other applications. 
Initial estima!es can be derivea from the litera- 
ture and re’ined through calibration to dye or 
salinity data. 

l Segment volumes: The i+:ia! vo!ume of each 
segment is re,;u*-ed, as wel; es a description of 
how the volume changes w,:h !Iow. Volumes 
are determined from segrrent widlh and depth 
(:aken from h<,drograFhic maps) arid segment 
leng!? (user spe,Yied). For this appiication. the 
segment wiS:hs and depths were determined 
from Equations 6-19 and 6-20, obtained through 
analysis of the system. Changes in volume in 
this example were computed by the 
hydrodynamic model and supplied to the water 
quality model. Predicted varia:ions in volumes 
are illustrated in Figure 6-10. 

l Flows: Advec:iife flow patterns m::s: be 
described !or sngment irterfaces, and inflows 
where they occur. Freshwater inflow: data are 
often available from USGS gaging staiions. 
Tida! data are ofien available from NOA4. For 
this application internal flov:s were estimated 
using a onedimenslonal hydrodynamic model. 
The internal flows are co-npuled by the 
hydrodynamic model given the model newwork 
and m3rphometry. the boundary conditions, 
and factors affecting water movement, such as 
the bottom rougnness. For this applica:ton a 
constant flow of 50 ems was assumed for the 
Trinity river and a line-varying water surface 
elevation specified at the ocean bounda,?, (see 
Figure 6-9b). 

l Boundav concentrations: Tt;e cDr.centration of 
bacteria. dye, and salinity must be specified at 
each system DDundary (segments 1 and 15). 
This information is typically cojlected during the 
same water quality surveys used to collect 
calibration and validation data. For this applica- 
tion it was assumed tha! the bac:erial and dye 
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Figure 6-10. Predlcted varlatlons In volumes near the mouth, near the mldpolnl. and at the upper extremlly of lhe Trlnlty Esluary. 

boundary conditions were zero. The saiinity at 
the ocean boundary was specified as 32 ppt. 

l Pollutant loads: Pollutant loading rates are re- 
quired for bacteria and dye for each point 
source. Loadings can be measured during 
water quality surveys or taken from discharge 
monitoring reports. The bacterial loads for this 
study were computed assuming no chlorination 
or other disinfection, resulting in the high ef- 
fuent concentrations given in Table 6-8. The 
loadings were then computed from the dis- 
charge rate and bacterial concentration. The 
equ’walent load for organisms was determined 
by multiplying the effluent concentration 
(counts/l 00 ml) by the flow rate which, after unit 
conversions, yielded counts per day which was 
then converted to kilocounts per day for input. 
To convert this back to counts1100 ml, from the 
output of TOXl4 In units of ~g,fl, the values were 
multiplied by 10q7 ( 1 pg (p count here) = lO+ 
g (counts), and 100 ml = 0.1 liter). 

l Model constants: A first-order rate coefficient is 
required to describe bacterial decay. !nitjal es- 
timates can be derived from rhe literature and 
refined through calibration to observed bacteria 
data. For this study, simulations were con- 
ducted with no die-off and then with rates of 1 .O 
day”. Guidance on selection o! bacterial die-off 
rates is provided in Section 5. Salinity and the 
dye tracer were treated as conservative 
materials (no decay was specified). 

a initial concentrations: Concentrations of dye 
and bacteria in each model segment are re- 
quired for the beginning of the simulation. For 
these simulations. since initial conditicns were 
not available, bacterial and salinity simulations 
were conduc!ed over a 30 day period. The con- 
centrations at the end of that period were then 
used for the initia! condi?ions in subsequent 
simulations. The initial conditions of the dye 
tracer were assumed to be zero, neglecting any 
background concentrations. 
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Figure 6-11. Monthly averaged sallnflies in the TrlnHy Estuary versus dlslance upstream from Its mouth. 

6.4.1.5. Model Simulations 

Smulations were first conducted for salinity to insure 
that model predictions adequately corresponded with 
field o!xerva:ions. Simulations were conducted over 
a oeriod of one month. A comparison of the monthly 
averaged salinities in the Trinity estuary, along with 
maximum and minimum values, is provided in Figure 
S-1: Figures 6-12 and 6-13 illustrate variations of 
sa! n?y with time at Wo locations in the estuary: near 

Figure 6-12. Predicted variations in ssllnlty durlng March, Flgurs 613. Predicted varlallons In sallnlty during March, 
1989, near the moulh of the Trlnlty Estuary. 1989, near the mid-point of the Trinity Estuary. 

mouth (Figure 6-12) and near the midpoint of the 
estuary (15 km up estuary; Figure 6-13). 

Following evaluation of simu!ations of salinity. simula- 
tions of dye injections were conducted. In this illustra- 
tive example, it was assumed that data were not readily 
available and noattempt was made to cornDare simula- 
tions with results of the dye study used as the basis for 
establishing the buffer zone. This comparison would 
be highly desirable in a practical appl!catpon. Eye 
simulations were conducted simulating the release of 

4 
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Flgure 6-14. Neap tide dye slmulatlons for the lrlntty Estuary. 
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Figure 6-16. Predlcted l veruge, mlnlmum and maximum bacterlal concsntratlonr for March versus dlriance from the moulh of 
the Trlnlty Ealuary assuming no dlbotf. 
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Figure 6-17. PredIcted average bacterial concentrations during March, wflh slandrrd devlatlons, versus dlstsnca from the moulh 
of the Trinity Eotuary rsrumlng no dle4f. 
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Figure 6-l 8. Predicled average, maxlmum and mlnlmum bacterlal concenlrationr durlng March versus d!stance from the mouth 
of the Trlnfty Estuary assuming a bacterlal dieoff rate of t .O day .‘. 
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Figure 6-19. Predlcted average bacterial concentrations, wllh their standard devlatlons, for March versus distance from the 
mouth of the TrlnMy Estuary, assuming a bacterial dieoff rate of 1 .O day”. 
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Figure 6-20. Comparison of predlcled bacterial concentratlonm for differcnl die-off rates versus disience from lhe mouth of the 
Trlnlty Estusry. 

a slug of dye from the Harris WTP discharge. Simula- 
tions included a dye injection near the spring tide and 
again near the neap tide. The results of these simula- 
t ions are compared In Figures 6-l 4 and 6-l 5. The neap 
fide simulations indicated little movement of the dye 
centroid (Figure 6-14), while greater movement occurs 
during the spring tide (Figure 6-15). However, the 
centroid of the dye slug was predicted to move less 
than 2 km after MO days in either simulation. 

Following salini:y and dye simulations, simulations 
were made of bacterial concentrations. For these 
simulations. an extreme case was selected assuming 
raw sewage with no disinfection was discharged con- 
tinuously over the 30 day period of simulation. Simula- 
tions were first ccnducted assuming that there was no 
die-off (treating bacteria as a conservattve constituent) 
and then using representative die-off rates. The results 
of these simulations are provided in Figures 6-16 to 
6-20 as averages over the period of simulation. The 
averages are compared to the minimum and maximum 
over the period of simulation at each model segment 
as well as to the standard deviations of the bacterial 
concentrations. Figures 6-l 6 and 6-l 7 illustrate results 
assuming that bacteria act conservatively, while 
Figures 6-18 and 6-19 illustrate projections assuming 
a die-off rate o! 1 .O day-‘. A comparison of the monthly 

averaged concentrations for se,Jeral die-off rates is 
provided in Figure 6-20. 

The results of these s’mulations indicate that a 
moderate die-off rate would probab,y reduce bacterial 
concentrations below the criteria of 70 countsilOCI rn’ 
outside of the buffer zone, extending 2 km both ao,Dve 
and be!ow the sewage outfall. However, if die-of’ was 
occurring at low rate, acceptab’e concentrations could 
easily be exceeded, as demonstrated where Ihe bac- 
teria were assumed not to die-off (act cDnservatively). 
More probably, the additional con!amination observed 
is due to non-point sources. This analysis did net 
consider near-field effects or the possibility of bacterial 
resuspension from sediments. which should be ccn- 
sidered before determining the apprcpriate erforce- 
ment and/or allocation action, Additionally, lhis 
application considered a f;ow regime over a single 
month. Addilional simlJations. wi’h co!‘ectlDn of suc- 
pDrting fieid data, may be required for critica! environ- 
mental conditions to evaluate model performance and 
estimate variations in bacterial popula!ions. 

6.4.2. Example 2 - DO in a One-Dimensional 
EW 
This second WASP4 example is for a simple branching 
estuary considering DO depleticn Gi\:en the nature of 
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Flgure 6-21. Morphomelry of lhe Rhode Eofuary. 

the pollution problem, the eutrophlcatlon kinetic sub- 
routine (EUTR04) is required. The water quality vari- 
ables of concern consist of DO, CBOD, and 
nitrogenous BOD. Water quality processes simulated 
include reaeration, sediment oxygen demand, ni:rifica- 
tion and deoxygenation of CBOD. 

This level of kinetic complexity has been extremely 
popular for simulating DO and the impact of oxygen 
demanding substances. Mdel calibration will consist 
of specification of the nitrification rate, CBOD 
deoxygenation rate, and reaeration rate. WASP4 
provides the option of internally calculating the reaera- 
tion rate as a function of water depth and velocity. The 
reaeration rate will be manually specified for these 
simulations as model hydrodynamics are based upon 
tidal averaged conditions. 

6.4.2.1. Problem Setting 

In this example, three dischargers have been identified 
to the Rhode Estuary, including the city of Rhode, the 
town Holcombville, and Port Holcomb. The Hol- 
combville WWTP discharges to Holcomb Creek, a 
tributary of the Rhode Estuary, while the Rhode and 
Port Holcomb WWTP discharge to the mainstem es- 
tuary. The city of Rhode Is presently considering 

upgrading their WWTP to provide additional capacity. 
The city of Rhode is presently otit of compliance for 
oxygen and proposes a modification of the existing 
plant to provide additional capacity and to come into 
compliance. The purpose of this example is to 
evaluatethe proposed modifications. A summary of the 
problems setting and treatment plant data is presented 
in Figures 6-21 to 6-29 and Table 6-10. 

5 10 15 20 25 30 

DISTANCE (m) (Thcurandl) 

flgure 6-22 Mean salInky profile for lhe Rhode Eslua~. 
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Figure 623. Resuko of the Rhode Estuary tracer rludy. 
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Figure 6-24. Average monlhy flow at the Highway 64 USGS Figure 625. Mean monlhly temperatures at Ihr HIghway 64 
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Figure 6-26. Mean depths for lhs Rhode Esluary versus distance upestuary from hs mouth. 

I 

LOW TlDE 
A 

HlGk TIDE 

12 

10 

8 

6 

A 

A 

I 11 i 1 I I I I I I I I I i I 
0 4000 a000 12000 16000 ZOCOO 24000 28000 

2000 6000 10000 14000 19000 22000 28000 30000 

DISTANCE (M) 

I 

LOW TIDE 
A 

HIGH TIDE 

Figure 6-27. Mean wldtht of the Rhode Estuary versus distance upesluary from iis moulh. 
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Figure 6-28. Mean depths of Holcomb Creek versus distance upstream from Its mouth. 
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Figure 6-29. Mean widths for Holcomb Creek versus dlslance upslream from hs moulh. 
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Table 6-10. Treatment Plant EMuen Chuwterlrtln 

Rhode Cttv WTP 

Fesent: Trickling filter plant presently at capacity. 
Proposed: Activated sludge plant. 

Present Proposed 
Flow MGD i 17 24 
BODs mglL 60 30 
CBOD, (1) mg/L 1M 60 
N&-N mW 30 20 

,Do mgiL 5 5 
\I) Based on long term BOD estimates of CBOD,/CBODs = 2.0 

pg--pJq 

Port Holcomk 

6.4.2.2. System Characteristics 

The upstream section above the fall line is gauged by 
the USGS. The gauge is located near the crossing of 
Highway 64. The estuary has popular sport and com- 
mercial fisheries, Including shellfish. The average 
monthly flows and temperatures taken at the USGS 
gauge are provided In Figures 6-24 and 6-25. The 
measured depths and widths at mean tide are provided 
in Figures 6-26 to 6-29. Mean tidal amplitude Is 0.28 m. 
The pertinent water quality criterion is a minimum DO 
of 5.0 mg/l. From historical data, critical DO conditions 
occur in mid-August when the flow for the Rhode River 
at the USGS gauge is approximately 20 ems. and the 
Holcomb Creek (ungauged) flow Is estimated to be 10 
ems. Average August water temperatures is 27 *C. 

6.4.2.3. Supporting Studies 

Historical data within the study area were limtted. Data 
wereavailablefor temperature at the USGS gauge. For 
this level of study, R was decided that an initial water 
quality survey would be conducted during the week of 
August 1. High and low slack measurements of DO, 
NHz-N, BODs. and salinity were taken along the es- 
tuary and creek. The slack tide data were translated to 

mid-tide for comparison with the tidally averaged 
model. Fiows during the study period for the Rhode 
River at the USGS gauge were approximately 20 ems, 
and the Holcomb Creek (ungauged) flows were es- 
timated to be 10 ems, with averaged water tempera- 
tures of 27 ‘C at the USGS gauge. A single 
measurement near the USGS gauge indicated a BODs 
of 0.7 mg/l In the Rhode River from that study. Two 
measurements of SOD were available, determined 
using an in-situ respirometer, from previous studies. A 
value of 1 g me2 day” was measured in the lower 
estua 
2 g m -Y 

approximately 2 km above Port Holcomb and 
day-’ was measured approximately 1 km down- 

estuary of the Rhode WWTP discharge. A dye study 
was conducted with Rhodamine WT injected as a slug 
near the Rhode City WWTP discharge. The results of 
the dye study were used to evaluate model perfor- 
mance. 

6.4.2.4. Model Application 

This example requires similar information as the pre- 
vious WASP4 example, with the exception of pollutant 
kinetics. However, it was elected not to use a 
hydrodynamic model for this application. Instead, 
simulations of tidally averaged conditions were con- 
ducted. M&e1 inputs are described in detail in the 
Appendix available from the Center for Exposure As- 
sessment Modeling, and are summarized below: 

l 

l 

l 

General model information: Given the nature of 
the pollution problem, the eutrophication kinetic 
subroutine (EUTR04) is required for this ex- 
ample. The water quality variables of concern 
consist of DO, CBOD, and nitrogenous BOD. 
Water quality processes simulated include 
reaeration, sediment oxygen demand, ni-trifica- 
tlon and deoxygenation of CBOD. 

Model Network: Analysis of the monitoring data 
Indicated significant longitudinal gradients, with 
small lateral and vertical variations, allowing ap- 
plication of a onedimensional model. A net- 
work was established consisting of 15 
segments In the RhDde Estuary and 5 segments 
in Holcomb Creek. The variatlons in bottom 
morphometty and water quality were reasonab- 
ly regular, and for sfmpllcity segments were 
delineated every two kilometers. The depths of 
the segments were determined as well as seg- 
ment volumes and Interfacial areas from avail- 
able morphometry data. The resulting network 
is illustrated in Figure 630. 

Dispersion coefficients: These coefficients are 
required to describe tidal mixing between all 
model segments. Initial estimates can be 
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Figure 6-30. Model l egmcntallon for lhe Rhode Eskwy. 

derkd from the Merature and refined through 
cal;bra?ion to dye or salinity data. Their deter- 
mination is described below. 

Segment volumes: The Initial volume of each 
segment is required, as well as a description of 
how the volume changes with flow. Volumes 
were determined from segment width and 
depth (taken from hydrographic maps) and seg- 
ment length (user specified). 

Flows: Net river flows during the survey period 
were 20 ems for the Rhode River and 10 ems 
for Holconb Creek. 

Boundary concentrations: Boundary concentra- 
tions are required for CBOD, NBOD, and DO at 
segments 1,15 and 20 (ocean and tidal river 
boundaries). 

Pollutant loads: Loading rates are required for 
CBOD, NBOD. and DO for each point source 
CAWTP and tidal rivers). 

6-28 

0 Model parameters: Specification of salinity, 
temperature and sediment oxygen demand dis- 
tribution both spatially and temporally. 

+ M&e1 constants: Nitrification rate, CBOD 
deoxygenation rate, and reaeration rate. 

0 Initial concentration: Concentrations of CBOD, 
NBOD, and DO in each m&de1 segment are re- 
quired for the beginning of the simulation. How- 
ever, where slmulatlons are conducted until 
steady-state Is achieved, initial conditions are ir- 
relevant. 

6.4.2.5. Model Simulations 

Simulations were first conducted for salinity and the 
dye tracer tn order to evaluate predicted transport. To 
simulafe steady-state salinity dis?riSution using 
EUTR04, the CBOD system was used wit,h no decay 
specified (treated as a consetvatke material). Bound- 
ary conditions were established for salinhy and initial 
conditions were se? to zero. Simulations were then 
conducted until a steady-state sali+ty distribution was 
achieved. 

The exchange coefficients in this example were es- 
timated first from the salinity profile, indicating a disper- 
sion rate of approximately 30 m2 sec.‘. Boundary 
flows and concentrations were input, with 30 ppt as the 
ocean boundary, and simulations were conducted for 
a period of 50 days using constant boundary condi- 
tions. The 50day period was selected as sufficient for 
the predicted concentrations to reach steady-state for 
comparison with field data. Simulations indicated that 
a constant exchange coefficient of 22 m2 sec.’ allowed 
reasonable representation of the salinity distribution. A 
comparison of model predictions and field data for 
different exchange coefficients is provided in Figure 
631. 

Figure 631. Comparison of predIcted and observed sallnllles 
for dlffsrenl values of lhs dlopcrrlon coefflcknt. 
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Figure 6-32 Compsrlson of measured and observed dye concentrallons. 

Beginning August 1, in conjunction with other water 
quality surveys, a dye study was conducted. 
Rhodamine WT was injected in the effluent of the 
Fhode City WTP. The dye density was adjusted with 
alcohol to avoid sinking, and a steady concentration of 
8 mg/1 was maintained in the effluent over one complete 
lidal cycle. This 8 mg/I concentration in the effluent 
was calculated ?o provide a completely mixed con- 
centraticn of approximately 100 ppb in the Rhode 
Estuary near the point of discharge. Monitoring con- 
linued for 8 days following the discharge. High and tow 
s!ack data were obtained and processed to provide 
lidally averaged concen:rations. As with salinity, the 
dye was simulated using the Cl300 system and treat- 
ing it as a conservative material. Boundary concentra- 
tions were set to zero and loadings of dye were 
specified with a duration of 12.5 hours. Since the 
model had been previously calibratti using safinity 
data, the dye data were used to evaluate model perfor- 
mance. The predicted and observed concentrations 
are compared in Figure 6-32. and as illustrated, the 
simulations were considered acceptable. 

Following evaluation of the simulations of salinity and 
!he dye tracer, simulations were conducted for NBOD, 
CBOD, and then DO. This sequence results from 
NBOD and CBOD being unaffected by DO {if DO does 
not approach zero), while DO is affected by these 

SIMUL- 1 

SIMUL- 5 

SIMUL-9 

DAY 1 

a 

DAY 5 

x 

DAY 9 

parameters as well as SOD and reaeration. Therefore, 
simulations proceed from the simple to the complex. 

Simulations were conducted first using literature 
values for the nitrification rate and CBOD deoxygena- 
tion rate. It was elected to specify a reaeration rate 
rather than use model formulations to calculate a rate, 
because reaeration rates had been measured in the 
vicinity under similar conditions. The salinity. SOD and 
temperaturewere specified in the model parameter list. 
The SOD was assumed to be 2.0 g me2 day” in the 
vicinity of the Rhode WWfP and 1.0 elsewhere. 
Simulations were conducted with varying nitrification 
and deoxygenation rates. Field data and model 
predictions are compared in Figures G-33 to 6-36. While 
no statistical analyses were performed, visual inspec- 
tion indicated that model predictions were adequate 
for this study. 

6.4.2.6. Model Predictions 

Once reasonable predictions were obtained, simuta- 
tions were conducted projecting DO, NBOD and 
CBOD concentrations in the estuary following im- 
plementation of the proposed modifications at the 
Rhode WWTP (Table 6-10. see Figure 6-37). These 
simulations suggested that little change would be ex- 
pected in the DO concentrations as a result of the 
proposed modifications, 
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Figure 6-33. Measured and predicted DO conctnlratlonr In the Rhode Esluary versus distance upestuary from Hs mouth. 
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Figure 6-34. Predlcled and observed NBOD and CBOD concentratlonr in the Rhode Ecluary versus distance upestuary from its 
mouth. 
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Figure 6-35. Predlcled and observed NBOD and CBOD concentratlonm In the Rhode Estuary versus dlrlance upestuary from HE 
mouth. 
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Flgure 6-36. Measured and predlded DO concentrations In Holcomb Creek vertw dlrtance upstream from Its mouth. 
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Figure 637. Comparlron of DO predlcllons under sxistlng and proposed conditions for ihe Rhode City WWTP. 

The final wasle !oaa alloca:ion should not result from a 
single model projection. The model should be 
eva’uated using independent data, if possib!e. A com- 
rcnent analysis should be perfc7med to determile the 
relative contributions of SOD, reaera:iol, CBOD and 
p<BCD to the DO concentrations. The corr;?onent 
analysis may provide in!o:ma:ian which wou’d be use- 
!LII in p:oject design. Sensrtivity analyses shoyid a!so 
be performed to determine ihe effezs of assumptions 
concerning the selection 0’ model pararreters. Con- 
sideration should also be given to the appiicabiltiy of 
calibrated rates to future condtiiors. Examples include 
CBOD deoxygenation and nitrification rates and sedi- 
ment oxygen demand, which cal decrease under fu- 
ture condtions where in-proved was:ewa!er treatment 
occurs. The test& model can Se used 13 estimate the 
reduction in waste load required to meet vlater qtiality 
cbjectives. 

Forl t-‘olcomb uas clearly in ‘;lo!a! zn of its perm;t, 
discharging essentiaiiy raw waste’tiater in!o the es- 
tuary. Howe,ver, as a resu!t of i:s as’i’an:ageotis loca- 
tton. ?s drscharges seemed to have little impact on DO 
concentrations, when averaged oj’er the estuarine 
cross-section. Addi!ional field and mtiellng work is 
required to iden:Q Ihe extent of :he problem. How- 
ever, as a result of the b?cteriologica! problem that has 

reSUlted. permit’enforcement action is pe&ing which 
would impact its BOD release as v;ell. 

The t+Yrd and fcucl~ examples app!;, to a >;ertica’!y 
stra:ified estuary. Th:s type of est;~i;r+ -.as sigrlifican; 
differences inKater quali:y both longitbd.na lyandwith 
depth. Estuary widths are still narrow erough that 
lateral variations in water quality are rot important; 
vertical stratification is such, however, that the water 
column must be dbdided into discre!e vertical layers. 
This type of characterization typically occcrs in deeper 
estuaries or in areas characterized by a sa inity in- 
:rusion wedge. 

6.4.3.1 Problem Setting 

The ci:y of Athens, popJation i8c1.039. is ocaled OI 

the upper reaches of Deep Bay (Figure 6-38). Th!s 
relatively deep estuary is driven by moderate 1 me:er 
tides and a large but seasonably variable irlcio*Ji: from 
Deep River, which is gauged above Ihe fall IiTe. The 
seaward reaches of Deep Bay are used for bo!h com- 
mercial fishing and shellfishing, and the upper reach is 
spawning habitat Boating aqd recrea!ional fishing are 
popular, as are several bathing beaches. Pertinen! 
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Flpure &38. kep Bay locatlon map. 

criteria and water quality goals are 5.0 mg/L for DO and 
25 rig/L chlorophyll a. 

Athens is maintaining a poorly operated secondary 
wastewater treatment plant that discharges from a 
surface pipe near shore 15 km from the mouth of Deep 
Bay. Periodic episodes of low benthic DO near the 
discharge and moderate phyloplankton blooms 
downstream have been occurring. Renovation of the 
plant to high performance secondary or possibly ter- 
tiary treatment Is being considered, as are point and 
nonpoint source controls In the watershed. 

Bathymetric surveys have prc&ced a chart of sound- 
ings at low tide, used for navlgation (Figure 6-39). 
Surveys were conducted In April, June, and August to 
characterize tide, salinity, temperature, and light trans- 
mittance. Continuous veloc!ty and salinity data were 
obtained from moorings at S?, 52, and S3 over these 
three fiieday periods (Tables 6-11 and 6-12). Deep 
River flow data are summarized as monthly averages, 
and the observed range of water quality constituents Is 
tabulated In Table 6-13. A study on the upper water- 
shed has produced estimates of these water quality 
constituents under a program of nonpoint source 

f i i i 1 
B 12 3 4 

ktlometers 

watershed controls. A study of the Athens POlW has 
produced average quaiity for the present effluent, and 
estlmates were made of effluent quality expected lol- 
lowing possible plant upgrading (Table 6-14). 

Table 6-l 1. Summary of Deep Bay Tidal Monltorlng Data 

Station Oats 

Sl 411423 

(km 3) 6/13-17 

8ll4-18 

s2 411423 

(kmll) 6/13-17 

8114-18 

s3 411923 

(km 17) 6/1>17 

8114-10 
1 mtem 

I 

i 

Tidal 
Unqe’ 

0.9 
1.0 

0.9 

1.1 

1.2 

1.1 

0.0 

0.9 

0.0 

Rms 
Vbloci$ 

Net 
Velocig 

Surface Bottom Surtace &Horn 
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Table 612. Summary of Deep Bay Estuarlne Data 

Salinity Tempera ture Secohi 
IkQfl) ec, m PpVh 

I I 

6/13-l? 22.5 24.5 23 22 2.7 

804-18 27.2 28.0 22 21 30 

s2 4fl423 15.7 15.5 15 17 1.7 

6/13-17 8.5 12.3 25 22 1.3 

8114-18 19.5 21.8 23 22 1.5 

53 4/l $23 0.1 0.3 16 18 0.7 

6f1317 1.0 3.1 28 23 0.5 

811618 9.1 10.7 24 22 1.0 

Table 614. Summary of Athena POlW Effluent Data 

Design Canacity - 60 MGD 
Secondary Treatment, with problems 

Nilrogen Phosphorus 

Alternative IDO BODs ORG NH3 N&l Oq PO, 

Present 14 40 

Good 5 20 
Secondary 

Tc+ary 6 10 0 2 10 0 0.5 

Table 5-l 3. Deep River Data 

Monlhly (m3/sec) 
Flow 

! Month Average Survey Month Average Survey 
Year Year 

January 90 85 July 60 40 

February 86 75 AUQUSl 50 20 

March 720 150 SePt 50 40 

April 210 110 
May 175 2t cEober 140 :: 

June 120 tal Dee 130 150 , 

Waler Qualify (me/l) 

Present 
Constituent Minimum Maximum Watershed 

Controls 
TKN I 0.1 0.4 I 0.02 

ORG-N 0.0 0.3 0.01 

Nitrate-N 0.3 0.6 0.10 

Ortho-P 0.04 0.12 0.01 

Organic-P 001 0.05 0.005 

BODS 0.5 1 .O 0.2 

Do 5 14 7-14 

ss 10 1000 lck250 
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Figure 6-40. Deep Bay model segmeniatlon. 

6.4.3.2 Deep Bay Network 

Analysis of the monitoring data show significant dif- 
ferences between surface and bottom mean velocity 
and salinity, indicating a partially mixed estuary. Be- 
cause of these vertical variations and because bottom 
water DO was reported to be low, a 2 dimensional x-z 
nemork was chosen. For convenience, segments 
were delineated every 2 kilometers, giving 20 water 
cofumn segments with 2 vertical layers of 10 segments 
each. Surface water segments are a uniform 2 meters 
in depth, while underlying water segments range from 
10 meters near the mouth to 0.5 meters upstream. The 
resulting network is illustrated in Figure 64. 

6.4.3.3 Deep Bsy Salinity 

Simulation of salinity allows calibration of dispersion 
coefficients and density currents. Information needs 
are as follows: 

SCALE 
I i i i 7 

0 1234 
kilometers 

General model information: One system is simu- 
lated - system 1 is interpreted as salinity, and 
systems 2-8 are bypassed. The simulation 
begins on day 27, representing the April 21 sur- 
vey, and ends on day 147. a week io!lowing the 
August 11 survey. 

Gispersion coefficients: This estuary requires 
two types of dispersion coefficients - lon- 
gitudinal dispersion (representing tidal mixing) 
and vertical eddy diffusion. 

Segment volumes: Mean tide volumes are 
specified for all surface and subsurface seg- 
ments. 

Flows: Tributary flow is partitioned to surface 
and bottom segments and routed through the 
estuary. Monthly river flows are specified. A den- 
sity flow from the ocean is routed upstream 
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Figure 6-41. Deep Bay callnlty Apr-Aug mean response. 

a!ong the bottom with vertical entrainment and 
downstream flow along the surface. 

l Boundary concentrations: A constant 
downstream concentra?ion of 30 mg!L was as- 
sumed. Upstream salinity concentrations are 
se: to 0. 

l Pollutant loads: No loads are input. 

l Environmental parameters: No parameters are 
inpti. 

l Kinetic constants: No constants are needed. 

a Environmental time functions: No time func:ions 
are needed. 

a Initial concentrations: initial salinity concentra- 
tions are assigned each segment based upon 
an April survey. Dissolved fractions are set to 
1.0. 

Analysis of the depth-averaged salinity data during the 
three monitoring periods indicates estuarine-wide dis- 
persion from 20 to 50 m*/sec. A constant value of 
30 m*/sec was assigned. The tributary Inflow was par- 
titioned 70% to surface and 30% to bottom layers. 
Analysis of bottom current data indicates that a net Row 
of approximately 10 m3/sec enters the estuary along 
the bottom at the mouth. This bottom inflow was at- 

tenuated upstream, entraining a fraction to ihe surface 
to satisfy continuity and ma!ch surface a?d bottom 
salinity data. The salinity simulation began on the first 
day of the April survey, using survey results as initial 
conditions. The simulation con:inued 1hrousCI August, 
with water column concen:rations pr,nted cut cor- 
responding to the July and August su?eys Resul:s are 
illustrated in Figure 6-41, 

6.4.3.4 Deep Bay Dye Study 

To better evaluate vertical and horizontal dispersion 
near the Athens outfall. a dye study was carried out. 
Information needs for the model are simiiar lothosefor 
sa!inity: 

l General model information: One system is slmu- 
lated - system 1 is interpreted as dye, and sys- 
tems 2-8 are bypassed. The simulation begins 
on day 75, the day preceding the June ‘14 dye 
study, and terminates on day 110. 

l Dispersion coefficients: The same longi:udinal 
and vertical dispersion coefficients calibrated in 
the salinity simulation are used. The upstream 
portion of the network is divided into la?eral seg- 
ments. and lateral dispersion coefficients are re- 
quired. 
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Figure 6-Q Deap Bay dye study June 15, surface. 

l Segment volumes: The same mean tide 
volumes from the salinily simulation are used, 
except the upstream segments are divided into 
three for lateral resolution. 

l Flows: The same flows from the salinity simula- 
tion are used, except the flow is partitioned 
laterally in the upper network. 

l Boundary concentrations: Upstream and 
seaward boundary concentrations of 0 are 
specified. 

l Pollutant loads: A one day load of dye is 
specified for the near shore surface segment ad- 
joining the Athens POTW. 

l Environmental parameters: No parameters are 
needed. 

a Kinetic constants: One constant Is specified - a 
low nitrification rate is entered, representing net 
loss of dye. 

l Time functions: No time functions are needed. 

l Initial concentrations: Initial concentrations of 0 
are entered. 

Beginning on June 14 (day 75), Rhodamine WT was 
metered into the 3 m3/sec waste stream. A steady 10 

mg/L concentration in the effluent was maintained for 
one day. High and low slack samples were taken daily 
for one week along the near shore, center channel, and 
far shore at both surface and bottom. The slack tide 
data were translated to mid-tide for comparison with 
the tidal-averaged model. The salinity network was 
modified for the dye study to calcuiate lateral mixing 
near the outfall (Figure 640). Vertical and lateral dis- 
persion coefficients in the upper nehvork were ad- 
justed to best fit the dye profiles. Lateral and 
longitudinal variations in the surface layer after one day 
are shown In Figure 642. The lateral variations had 
virtually disappeared by the second day. Vertical and 
longitudinal variations in mid-channel after one arld two 
days are shown in Figure 6-43. Mid-channel profiles for 
the first 2 weeks are shown in Figure 6-44. The model 
was judged sufficiently calibrated for estuarine-wide 
transport. 

6.4.3.5 Deep Bay Total Nutrients 

To evaluate eutrophication potential throughout Deep 
Bay, simulations of total nitrogen and phosphorus were 
conducted. Information needs are as follows: 

a General model information: Two systems are 
simulated - system 1 is interpreted as total 
nitrogen and system 3 as total phosphorus. Sys- 
tems 2 and 4-8 are bypassed. The simulation 
begins on day 1 (April 1) and Prminates on day 
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Figure 6-43. Deep Bay dye study center channel, surface end bottom. 
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Figure 6-44. Deep Bay dye study center channel, surface. 
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Figure 6-45. Deep Bay total N and P - August 11, surface and bonom. 

210 (early November). An extra benthic seg- each segment, along with the dissolved frac- 
ment is specified to receive depositing nutrients. tions. 

l Dispersion coefficients: Same as salinity simula- 
tion. 

0 Segment volumes: Same as salinity simulation. 

l Flows: The same water column flows used in 
the salinity simulation are used. In addition, set- 
tling and deposition velocities for particulate 
phosphorus are specified. 

l Boundary concentrations: Upstream and ocean 
concentrations of total nitrogen and phos- 
phorus must be specified. 

l Pollutant loads: Constant loads of nitrogen and 
phosphorus in the effluent are specified for the 
segment adjoining Athens POTW. 

Total nitrogen loading from Deep River and Athens 
POlW were entered and representative settling and 
deposition velocities of 5 and 2.5 meters/day for par- 
ticulate phosphorus were input. It was assumed that 
80% of the phosphorus and 100% of the nitrogen in the 
water was dissolved and not subject to settling. Total 
nitrogen and phosphorus profiles for surface waters 
during August are shown in Figure 6-45. These profiles 
indicate nitrogen limitation, as the N:P ratio is less than 
25. If all the nitrogen is converted to biomass, then 
phytoplankton levels of 500 PgIL chlorophyll a are 
possible near the outfall. Of course light and nutrient 
limitations to growth along with respiration and death 
should keep biomass levels to a fraction of this. 

l Environmental parameters: No parameters are 
needed. 

l Kinetic constants: No constants are needed. 

l Time functions: No time functions are needed. 

l Initial conditions: Initial concentrations of total 
nitrogen and total phosphorus are specified for 

Several useful sensitivity studies could suggest pos- 
sible waste management strategies. First, a com- 
ponent analysis could reveal the relative contributions 
of Deep R’ker, Athens POW/, and the ocean to total 
nitrogen and phosphorus throughout Deep Bay. 
Second, simulations with the effluent at improved 
secondary and tertiary treatment levels could suggest 
the expected Impact of point source controls. Third. 
simulations with the river concentrations at various 
levels could suggest the expected impact of watershed 
controls. 
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Figure 646. Deep Bay dissolved oxygen - June-Sept, rurface and botlom. 
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There are significant advantages and disadvantages in 
simulating nutrients without phytoplankton to estimate 
eutrophication potential. The advantages lie in the 
lessened requirements for field data and modeling 
resources. Several sites could be evaluated for 
nutrients only, as compared to the resources required 
to apply a complex eutrophication model to a single 
estuary. Further, some states have standards (or 
goals) for nutrient concentrations and do not require 
projections of algal density. 

The disadvantages of simulating only nutrients relate 
to several simplifying assumptions required for this 
type of application. For example, the rate of conver- 
sion of dissolved phosphorus into particulate form is 
dependent upon algal concentration and growth rate. 
Because algal dynamics are not simulated, these 
values must be estimated. Further, because algal 
growth is directly related to nutrient concentrations, 
calibration parameters may not apply well to future 
conditions of different nutrient levels. Finally, for situa- 
tions where algal density is of ultimate concern, 
nutrient projections alone will only provide an indirect 
estimate of expected phytoplankton concentrations. 

6.4.4 Bsmple 4 - Eutmphicabbn in a Vertical?/ 
Stratified Estuary 
This case study considers simulation of seasonal 
eutrophication in Deep Bay. The problem setting and 
model network are as described in the preceding sec- 
tion. Here, the entire eutrophication process is simu- 
lated, including nutrients, phytoplankton, 
carbonaceous BOD, and DO. This is typically the 
highest level of complexity used for conventional pol- 
lution problems. It requires significant amounts of field 
data and careful calibration to apply with confidence. 
For this trample. it is assumed that two intensive 
surveys in June and August along with biweekly slack 
tide surveys allowed calibration of a seasonal simula- 
tion. Model Information needs are as follows: 

General model information: All 8 systems are 
used here. Extra benthic segments are 
specified to simulate long term benthlc-water 
column exchanges of nutrients and DO. The 
simulation begins on day 1 (April l), and ter- 
minates on day 210 (early November). 

Dispersion coefficients: The same water column 
dispersion coefficients from the salinity simula- 
tion are used. Extra pore water dispersion coeffi- 
cients for benthic-water column exchange of 
dissolved chemicals must be specified. 

Segment volumes: The same water column 
volumes from the salinity simulation are used. A 
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benthic volume underlies each bottom water 
segment. 

flows: The same flows from the salinity simula- 
tion are us&. 

Boundary concentrations: Tributary and ocean 
concentrations of all 8 systems must be 
specified. 

Pollutant loads: Constant loads for all 8 systems 
in the effluent must be specified for the segment 
adjoining Athens POTW. 

Environmental parameters: Values for average 
salinity and background sediment oxygen 
demand for each segment are given. The time 
variable temperature and light attenuation func- 
tions used by each segment must be specified. 

Kinetic constants: Rate constants, temperature 
coefficients, half saturation constants and other 
kinetic information must be specified. Proces- 
ses include nitrification, denitrification, 
phytoplankton growth (light and nutrient limita- 
tion), phytoplankfon death, carbonaceous 
deoxygenation, reaeration, mineralization, and 
benthic decomposition. If a constant is not 
specified, then the relevant reaction or process 
is bypassed. 

Environmental time functions: Time variability in 
temperature, light extinction, incident light, and 
length of daylight must be specified. 

Initial conditions: Initial concentrations of each 
state variable and the fraction dissolved in each 
model segment are required. The solids settling 
field affecting each variable must also be 
specified. 

The simulation proceeded from April 1 to November 1, 
with seasonal light, temperature, and flow data 
provided. Figures 6-46 and 647 show predicted upper 
layer chlorophyll a and lower level DO during mid July, 
August and September. Chlorophyll concentrations 
Increase dramatically over the course of the summer, 
and lower layer DO decreases to a minimum of about 
4 mg/L. Diurnal swings about thls minimum are 
predicted to be minimal. The impact of phytoplankton 
growth Is significant on upper layer DO, with levels 
maintained near saturation and diurnal swings of about 
one and a half mg/L Phytoplankton die-off depresses 
both upper and lower layer DO somewhal. 
Phytoplanktongrowth Is limited somewhat by nitrogen 
but more by light. Sensitivity studies show the relative 
importance of the variable light attenuation coeffi- 
clents, the phytoplankton saturating light intensity, and 



the calibrated Michaelis-Menton nitrogen half satura- 
tion coefficient. 

Calibration of a model of this complexity is a significant 
Task and cannot be reduced to a neat formula to be 
summarized here. Some issues of note are the long 
seasonal or multiyear time scale and the complex 
interaction among variables, environmental condi- 
tions, and kinetic constants. While some water quality 
models can be calibrated to surveys conducted over a 
!ew days, a calibration data set for a eutrophication 
model typically requires a full season of data. The 
;;lpiications of this are apparent, as data collection 
g-ograms for model calibration and validation will re- 
quire years. 

‘egulations related to eutrophication can differ sig- 
l’ficanily from state to state. Water quality standards, 
criteria. or goals can relate to chlorophyll, transparen- 
C:J, ntirients. and/or DO. Selection of critical conditions 
s very difficult because of the need to characterize a 
season or even an entire year, not a single day or event. 
This is complicated by the kinetic Interactions. For 
example, light attenuation is often critical, but choice 
of reasonable design extinction coefficients is not often 
given sufficient study. Actual data for a representative 
or drought year are often used instead of statistical 
characterizations of design conditions. As another ap- 
proach, constant steady conditions of statistical sig- 
w’icance are also used. 

‘or performing a waste toad allocation on Deep Bay, 
:?e calibration year combining high spring flows with 
‘:ery low summer flows and warm temperatures was 
i Jdged to provide reasonable worst case conditions. A 
series of simulations with various combinations of 
~OTW treatment levels and watershed controls were 
p?rfo:med. It was concluded that tertiary treatment 
,.*.ithout watershed controls could still result In 
p!-)loplankton levels of 30 pg/L and lower DO levels of 
.I 5 mg!L. A combination of watershed controls and 
advanced secondary treatment was judged most 
reasonable. 

6.45. Example 5 - A-nmcnia Toxicity in a Two 
Diinensional Estuary 
The fifth and sixth examples consider toxic pollutants 
;n a laterally variant twodimensional estuary. This type 
of estuary characterization differs from the previous 
t.vo in that lateral variations in water quality are sig- 
nl!icant enough that the estuary cannot be assumed to 
ze laterally well mixed. The need for describing lateral 
iaria:lon in water quality sometimes is dictated by the 
psiiutant of concern as well as the nature of the system. 
For example, point sources of pollutants that act in an 
Indirect manner (e.g. oxygen demanding substances, 

algal nutrients) often can be treated as laterally 
homogeneous even when significant lateral gradients 
exist near the outfall. These pollutants typicaffy exert 
their maximum influence a significant distance away 
from the outfall, where conditions are more likely to be 
laterally well mixed. Direct-acting pollutants such as 
those causing acute toxicity will often require lateral 
variation to be described, as concentrations near the 
outfall (where lateral gradients will be highest) are of 
primary concern. 

For model application to a twodimensional estuary, 
multiple segments extend across the width of the es- 
tuary, allowing for the description of lateral changes in 
water quality. Depending upon the degree of vertical 
stratification, the system can be treated as twodimen- 
sional (no vertical stratification) or threedimensional 
(with vertical stratification). Again, vertical layer(s) to 
describe sediment quality can be added to either 
framework (using WASP4) when necessary to describe 
sedimenthater Interactions. 

The fifth case study concerns ammonia toxicity and is 
simulated using the kinetic submodel TOX14. Am- 
monia toxicity is often a concern near discharges of 
municipal waste, as the unionized form of ammonia is 
toxic to fish and other aquatic life. Two processes are 
simulated -the dissociation of ammonia to ionized and 
aqueous forms and the first-order loss of total ammonia 
through nitrification. Model kinetic inputs for this 
simulation are quite straightforward. All that is required 
is a description of the ionization constant for ammonia 
and the ammonia loss rate. 

6.4.5.1. Problem Setting 

The City of Boatwona. population 285,000, is located 
on the shore of the Boatwona Bay (Figure 648). This 
relatively shallow estuary is driven by moderate 0.50 
meter tides and a medium but seasonably variable 
inflowfrom the Boatwona River, which is gauged above 
the fall line. The Boatwona estuary provides for a rich 
commercial fishing and shellfishing industry. Boating 
and recreational fishing are popular, as are several 
bathing beaches. 

Just outside the City of Boatwona is a large fertilizer 
plant which discharges into the estuary. Because this 
discharge is high in ammonia there have been instan- 
ces of ammonia toxicity in the bay. Unionized am- 
monia Is toxic to fish at fairly low concentrations. The 
water quality criterion Is 0.08 mg/L for a 30 day average. 

Bathymetric surveys have produced a chart of sound- 
ings at low tide, used for navigation (Figure 6-49). 
Three surveys were conducted (May, August and 
November) to characterize tide, temperature, and PH. 
Continuous velocity data, temperature data and PH 
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data were obtained from moorings at sampling statlons 
Sl, S2, and S3 over these three fiieday periods (Table 
S-15). 

The Boatwona River flow, Ammonia and pH data are 
summarized as monthly averages (Table 6-16). 

6.4.5.2. Boatwona Estuary Network 

Analysis of the monitoring data Illustrates a definite 
lateral flow pattern. Because of these lateral flows, the 
bay was segmented to demonstrate the fate and 
transport of the ammonia discharge (Figure 6-50). 
Segments were defined every 5 kilometers, gfving 6 
water column segments. 

6.4.5.3. Boatwona Estuary Nitrogen Simulation 

The WASP4 model was glven flow information 
averaged from the continuous flow meters that were 
installed during the sampling surveys. 

0 General model information: One system Is simu- 
lated - system 1 is interpreted as total ammonia- 
nitrogen. The organic toxic chemical model 
TOXl4 was used for this study because of its 
capabilities of simulating both unionized and 
ionized forms of chemicals. The remaining sys- 
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Figure -9. Boatwona Estuary depth chart. 

Table 6-l 5. Boatwona Estuary Survey Data 

st s2 s3 

Semple Temp pH Temp pti Temp pH 
Time 

May 17.0 6.8 
August 19.2 6.9 

NOV 17.4 6.6 

16.5 7.1 15.3 6.9 

16.2 6.9 I 17.0 7.0 

16.7 6.6 16.9 6.6 

Table 6-l 6. Boatwona River Survey Data 

Monlh Average Flow (ems) pH N 

January 12 6.2 2.3 

February 15 6.4 0.6 

March 18 6.1 2.1 

April 22 6.2 4.2 

May 15 6.6 6.6 

June 11 6.6 23 

July 8 6.9 9.4 

August 10 7.1 7.3 

September 15 68 3.7 

October 13 6.6 0.9 

Novembsr 14 6.6 1.3 

December 13 6.7 4.2 
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terns are bypassed. The simulation begins on 
day 21, representing the April 21 survey, and 
ands on day 147, a week following the August 
11 survey. 

Disperslon coefficients: This estuary requires 
longitudinal dispersion coefficients. We can 
neglect the vertical diffusion as the estuary ex- 
hibited no vertical stratification. The dlsperslon 
terms were used to simulated the effects of tidal 
mixing. 

Segment volumes: Mean tide volumes are 
specified for all segments. 

Fiows: Tributary flow is routed into the estuary. 
hlean monthly river flows are specified. 

Boundary concentrations: Monthly averaged 
ammonia concentrations are assumed for the 
5oat*vona River. The seaward boundaries are 
assumed zero. 

Pollutant loads: Based upon continuous 
monitoring studies conducted at the fertilizer 
plant. 

F,qodel parameters: Specification of temperd- 
ture and pH distribution both spatially and tem- 
porally. 

Kinetic constants: Ionization constants and 
ntirification rate for ammonia. 

E:lvironmental time functions: Temporal 
temperature functions. 

initial concen!rations: Initial ammonia concentra- 
tions within the estuary are assumed zero. Dis- 
solved fractions are set to 1 .O. 

Figure 6-51 shows selected output from this simulation 
of ionized’un-ionized ammonia concentrations over 
time in the segment receiving the loading. Model 
calibration would consist of conducting a dye study as 
previously mentioned. A dye study would then be 
followed by calibration of the ammonia loss rate to total 
ammonia data. Ammonia dissociation parameters are 
chemical cons!ants and do not require adjustment 
during the calibra!ion process. 

It is important to note that the ammonia loss rate is a 
lumped parameter, combining (potentially) several dif- 
ferent processes. The dominant loss process will typi- 
cally be nitrification, but also will Include phytoplankton 
uptake. Hydrolysts of organic nitrogen and sdiment 
ammonia release can also affect the net loss rate. Algal 

644 

Scale 

1 1 
0 5000 10,000 

melers 
Flgure 6-50. Boatwona Estuary flow pallern. 

uptake/recycle of ammonia can be especially impor- 
tant In eutrophic systems, 

Waste load allocation for ammonia toxicity consists of 
delermining the maximum allowable loading to comply 
with water quality standards at critical environmental 
conditions. pH must be included with temperature and 
Row as an important environmental condition, as pH 
and temperature determine the percentage of total 
ammonia in un-Ionized form. It should be noted that 
there is uncertainty in the appropriateness of current 
ammonia criteria, due to the limited range of data 
available in describing toxicity. Current research indi- 
cates that the toxicity of the un-ionized ammonia may 
vav with changes in temperature and pH. This infor- 
mation is not reflected in present criteria. 

6.4.6. Example 6: #acWor in a L.aferalty Variant 

Esbary 
The sixth example study considers the fate of a 
hydrophilic, reactive chemical in a two- dimensional 
estuary. Thls example represents simulation of any 
hydrophilic, reactive chemical. These chemicals typi- 
cally have relatively hlgh solubility and low affintty for 
solids and are subject to transformation (and possible 
degradation) In the environment. Possible transfonna- 
tlon processes include hydrolysis, photolysis, oxida- 
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Figure 6-51. Ammonia rlmulstlon results. 

tion, reduction, and biodegradation. In addition, tion. Biodegradation will be treated as a first-order loss 
volatilization can lead to loss of chemical from the process for this simulation, with separate values used 
water. for the water column and the sediment. 

The same estuary is used as for example 5; however, 
benthic sediments also are being considered. Two 
layers of benthic sediments are simulated - upper sur- 
ficial sediment and deep sediments. This simulatlon 
uses Systems 1 through 3 in TOX14. Two types of 
solids are represented, corresponding to inorganic 
and organic materials, respectively. System 1 repre- 
sents the pollutant. System 2 represents inorganic 
solids, and System 3 represents organic solids. En- 
vironmental fate parameters for this simulation are 
those for the pesticide Alachlor, and were taken from 
Schnoor et al. (1987). Volatilization and hydrolysis 
were found to be insignificant for this pollutant, with 
biodegradation seNing as the main route of degrada- 

Readers viewing the input file will find that it varies only 
slightly from the one for the previous example. loniza- 
tion coefficients have been removed. The first-order 
biodegradation rate constants are lower, and the par- 
tition coefficient is higher than values in the previous 
example F~c;L 5-52 displays selected results for the 
input values, indicating the response of the water 
column and benthic sediments to changes in pollutant 
loading. No discussion of the WLA significance of this 
example Is given. This example Is provided primarily 
to setve as a template for general application. 

+ Unionized Ammonia 
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Figure 6-52 Hydrophobic (Alschlor) chemical simulation for example 6. 
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